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Abstract 

 
The aim of this study is to use a new approach called the Shewhart control chart with binomial regression, but 

under this condition, there was a multicollinearity problem in binomial regression model, and solving this 

problem by principal component, binomial regression with control chart is a statistical method used in quality 

control to monitor and improve the quality of products or services. This method involves using binomial 

regression to model the relationship between an input variable and output variable, and then integrating 
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control charts to detect any changes in the process over time. The study used another control chart with a new 

approach and use another mythology to treat multicollinearity problems, also we used missing values and 

draw control charts. 

 

 

Keywords: Quality control; model monitoring; shewhart control chart; binomial regression model; Generalized 

Linear Model (GLM). 

 

1 Introduction  
 

Model monitoring and quality control are vital in statistical analysis and predictive modelling, as they are 

responsible for guaranteeing the dependability, precision, and resilience of the developed models. These 

procedures encompass ongoing assessment, validation, and enhancement of the models to uphold their efficacy 

in making forecasts and informed choices. However, (Bilen et al., 2007) have developed a comprehensive 

framework for controlling multivariate auto-correlated processes that rely on principal component analysis and 

multiple regression control charts. The framework begins by identifying critical process variables using 

principal component analysis. Next, the autoregressive error correction model's white noise series is used to 

create a control chart that can be used for ongoing process monitoring. So, organizations must use quality 

control methods to guarantee the quality of their goods and services. The quality characteristic to be monitored 

in the second stage of two-stage processes whose distribution is binomial is the subject of this study's proposed 

control chart .The deviance residual, which is simply the generalized log-likelihood ratio statistic derived from 

the generalized linear model, forms the basis of the suggested control chart. And suggest applying a new link 

function in a generalized linear model framework to determine the relationship between the first- and second-

stage quality features. Regarding the average run length requirement, the performance of the suggested control 

chart with the new link function is contrasted with that under the conventional logit link function. Furthermore, 

a comparison is made between the suggested control chart's performance and that of the chart created using the 

original residuals under the new link function, as well as the conventional np-chart used to track the binomial 

quality characteristic during the second stage (Amiria et al. 2016).   

        

This study concentrated on the statistical method of creating a regression residual control chart using regression 

analysis to track students' academic progress in higher education institutions. While the variability was being 

tracked using the Moving Range Residual Control Chart, in e moving range chart, there were three spots out of 

control and one out of control in the individual control chart. As a result, the out-of-control locations were 

eliminated, and new, updated control boundaries were determined (Rashid et al. 2013). But in (Yassin and 

Mohamed, 2022) used one useful and popular method for creating associations between pairs of endogenous 

and exogenous variables regression modelling. They typically experience multicollinearity, though. This work 

employs residual control charts on count data (Poisson regression) following the application of the ridge 

technique to address multicollinearity issues. But (Filho et al., 2016) created residual control charts with Poisson 

regression. And used the principal component to solve the multicollinearity issue and then created a control 

chart. We used average run length as the statistics to assess the control chart. To improve quality, control charts 

are crucial statistical quality control instruments. (Nancy et al., 2023) explained the method and graphical 

procedure known as statistical quality control aided process monitoring and control. For the desired level of 

quality. Standard Shewhart control charts and their variations and control charts that are impacted by associated 

independent variables for the process shift are two distinct ways to look at control charts. In statistical process 

control, control charts are effective tools for monitoring processes. When examining a process based on an 

exponential family distributed response variable (such as binary outcomes) along with a single explanatory 

variable, the generalized linear model (GLM) provides better estimates. 

 

The generalized linear mode (GLM) l is introduced by Nelder and Wedderburn, so the binomial regression 

model is a specific state of a generalized linear model. In other words, the statistical relationship between one or 

more independent variables and dependent variables can be verified. Furthermore, three elementary parts create 

the basis of a generalized linear model: a systematic component created from predictor variables that yield a 

linear predictor; a link function that connects the random and systematic parts; and a random component 

represented by the binary response variable, an average vector, and an exponential distribution (Soares et al. 

2006). 
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This paper aims to discuss the binomial regression with multicollinearity problems that exists, solve this 

problem by PCA draw the residual-based Shewhart control chart, and use the ARL as a performance measure.  
 

The remaining sections of the paper provide a concise overview of the Binomial Regression Model and only one 

type of residual, namely ordinary raw residual, in Section 2. Section 3 introduces our proposed methodology, 

which utilizes two approaches: (i) the application of the Principal Component Formula to address 

multicollinearity issues, and (ii) the use of a Residual Control Chart (Shewhart). Additionally, control charts for 

the binomial Model are presented. Section 4 consists of simulation studies describing the algorithmic approach 

and basic program for generating the models. We encourage further discussion on these topics. Lastly, Section 5 

serves as the conclusion. 
 

2 Materials and Methods 
 

2.1 Materials 
 

2.1.1 Binomial regression model 
 

In binomial regression, the dependent variable represents the percentage of success in 𝑛 independent essays, 

each with a probability of occurring p. According to (Pardo et al., 2007) the Regression model follows a 

binomial distribution with index n and parameter P, i.e., n 𝑦°~𝐵(𝑛, 𝑝) . The density function of binomial 

distribution is given by: 

 

𝑓(𝑦𝑜 , 𝑝) = (
𝑛

𝑛𝑦°) 𝑝𝑛𝑦°
(1 − 𝑝)𝑛−𝑛𝑦°

 𝑤ℎ𝑒𝑟𝑒 0 < 𝑝, 𝑦° < 1.                                                                   (1) 

 

(Amiri et al., 2016) stated that the logit link function for binomial Regression is  

 

𝐿𝑜𝑔𝑖𝑡(𝑝𝑖) = 𝑙𝑜𝑔 (
𝑝𝑖

(1 − 𝑝𝑖)
) 

 

(Soares et al., 2006) stated that the statistical regression model for binomial Regression is: 
 

𝑦°
𝑖
= 𝜑0 + 𝜑1𝑥𝑖1 + 𝜑2𝑥𝑖2 + ⋯ + 𝜑𝑘𝑥𝑖𝑘 .                                                                                                 (2) 

 

Where = 1, … , 𝐼 , and independent variable 𝑥𝑖 = (𝑥𝑖0, 𝑥𝑖1, … , 𝑥𝑖𝑘) , 𝜑 = (𝜑0, 𝜑1, … , 𝜑𝑘)𝑡 . 
Furthermore,  
 

𝑝𝑖 = 𝑝(𝑥𝑖
𝑡𝜑) =

𝑒𝑥𝑝(∑ 𝜑𝑗𝑥𝑖𝑗
𝑘
𝑗=0 )

1+𝑒𝑥𝑝(∑ 𝜑𝑗𝑥𝑖𝑗
𝑘
𝑗=0 )

, 𝑤ℎ𝑒𝑟𝑒 𝑗 = 1, … , 𝑘.                                                                             (3) 

 

A multicollinearity problem is known as when we have a high correlation between independent variables (𝑥). 

The least squares estimates are unbiased when multicollinearity exists, but because of their enormous variances, 

they could not be very close to the true value. Principal components regression lowers the standard errors by 

biasing the regression estimates to some extent.  
 

We have used in this study an ordinary raw residual given from (Dunn and Smyth 2018).  

The ordinary raw residual is as follows: 
 

ℜ𝑜 = 𝑦° − �̂�                                                                                                                                            (4) 
 

where the test of the null hypothesis is 𝐻0: 𝑝 = 𝑝0 against the alternative hypothesis 𝐻𝑎 ∶ 𝑝 ≠ 𝑝0 (Amiria et al. 

2016). 
 

2.2 Methods 
 

(I) Principal Component Analysis: 
 

The definition of the principal component analysis refers to (Filho and Sant'Anna 2016). Principal Component 

Analysis (PCA) is a statistical technique used for dimensionality reduction with the goal of reducing the 
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complexity of the data, making it easier to visualize, interpret, and process while retaining the most important 

patterns. The formula for the 𝑖𝑡ℎ Principal Component (PC) score referring to observation x is given by: 

 
𝑧𝑖  =  𝑥 ∗  𝑢𝑖                                                                                                                                            (5) 

 

Where 𝑧𝑖  presents the 𝑖𝑡ℎ PC score, 𝑥 is the observation 𝑢𝑖 is the eigenvector corresponding to the 𝑖𝑡ℎ PC. 

 

(ii) Control Charts (CCs) 

 

The control charts are an important and most widely used tool for statistical quality control. Furthermore, the 

statistical quality control approach is used to placement the limits of control chart and realization the 

modifications for product or process refinement. In application cases, a lot of scenarios where the control charts 

are used for monitoring the product or process (Haridy and Benneyan 2024, Mongkoltawat et al. 2024). 

 

2.3 Shewhart Control Chart (SCC) for a binomial regression model 
 

The Shewhart Control Chart is a useful graphic statistical tool. (Yassin and Mohamed 2022) used to the 

Shewhart based on residual control chart (RCC), furthermore (SCC) is used to detect process shifts or changes 

reverse to EWEMA control chart.  The control chart limits (lower and upper) are given by: 

 

𝐶𝐿ℜ = 𝐸(ℜ𝑛) ± 𝜐√𝑉𝑎𝑟(ℜ𝑛)  ≅ ±𝜐.                                                                                                     (6)      

 

Where ℜ~𝑁(0,1), the constant 𝜐refers to the amplitude between control limits that depend on the false alarm 

probability 𝜏.  So, we have used the Shewhart Control Chart to show the performance of the Principal 

Component. 

 

2.4 The average run length 
 

Average Run Length (ARL) is a statistical measurement tool for measuring the number of observations required 

before control chart signals an out-of-control process. It is used to evaluate the effectiveness of control charts to 

detect process shifts or changes. The ARL is based on the chart design and the parameters used to establish the 

control chart limits, and a longer ARL means a chart is slower to signal a process shift. A shorter ARL indicates 

that a chart is faster at identifying process changes, but may result in more false alarms (Phanyaem 2024, 

Wilson et al. 2024). 

 

According to (Yassin and Mohamed 2022) if the control chart is in control the (ARL) is equal to 𝐴𝑅𝐿0 = 1 �̂�⁄  , 

but   if control chart is out of control the (ARL) is equal to 𝐴𝑅𝐿1 = 1 (1 − �̂�)⁄ , where  �̂� is the probability of 

false alarm (type I error) and  �̂� is the probability of true alarm (type two).  

  

3 Results and Discussion  
 

3.1 Simulation studies  
        

By using the R program version 4.3.3 we draw the Shewhart control chart for binomial regression under the 

condition multicollinearity problem wase exists, we will use it to solve our problem by principal component.  

And, using the deviance residual to draw a chart, we are also going to employ the Shewhart Control Chart to 

show the performance of the principal component in different phases and phase II. 

 

3.2 The steps of generating data 
 

1. Put 𝑁 =  200, 𝑝 = 𝑛, and generate 𝑧  where 𝑧𝑖𝑗following a standard normal distribution. 

2. Put the degree of correlation 𝛿 = 0.95 𝑖𝑛 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 generating independent variables 𝑥 by equation 𝑥𝑖𝑗 =

(1 − 𝛿2)(1
2)𝑧𝑖𝑗 + 𝛿𝑧𝑖𝑗, where 𝑖 = 1, … , 𝑛, 𝑗 = 1, … , 𝑚. 

3. Then choosing 𝜑 under condition ∑ 𝜑𝑚
𝑗=1  =1 and taking 𝜑0 = 1.5 from (Filho et al., 2016) 
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4. Generating dependent variable 𝑦° of binomial regression model following n 𝑦°~𝐵(𝑛, 𝑝). 

5. Finally, generating𝑝𝑖 , furthermore, we are using it in step 4. Where p is given by: 𝑝𝑖 =
exp (𝑥𝑖𝜃)

1+exp (𝑥𝑖𝜃)
  , 𝑖 =

1, 2, … , 𝑛. 

 

Table 1. The correlation matrix 

 

Variable  𝒙𝟏 𝒙𝟐 𝒙𝟑 𝒙𝟒 

𝑥1 1.0000000 0.9973866 0.9973168 0.9986863 

𝑥2 0.9973866 1.0000000 0.9965585  0.9984274 

𝑥3 0.9973168 0.9965585 1.0000000 0.9986005 

𝑥4 0.9986863 0.9984274 0.9986005 1.0000000 

 

Table 1 shows that there are very strong positive (direct) correlations between all variables. 

 

Table 2. The estimated coefficient of model 

 

 

Terms Estimate of 𝝋 SE Coef VIF Z-value P-value 

Constant -0.9178 0.1635  -5.615 1.97e-08 

𝑥1 -2.5532 3.2164 381.6762 -0.794 0.42732 

𝑥2 -9.4354 3.4138 328.4978 -2.764 0.00571 

𝑥3 -0.3039 3.2785 365.6465 -0.92614 0.92614 

𝑥4 11.3533 5.2941 1096.3540 2.145 0.03199 

AIC 242.9     

CI 78.58528     

 

Table 2 presents the summary results of the binomial regression model with VIF value exceeding 1. This 

indicates the presence of high degree of multicollinearity from the analysis. The CI value is obtained at 

78.58528. Furthermore, x2 and x4 were found to be statistically significant while x1 and x3 are not significant at 

5% level. 

 

 
 

Fig. 1. Phase one with sample size 𝒏 = 𝟒 and number of sample m=50 for in control process 
 

3.3 Analysis of simulation study 
 

In this section, we clarify the proposed monitoring technique through a simulation study, so we check our data 

by condition index, variance inflation factor, and correlation matrix to see if this data has a multicollinearity 

problem. So, the subgroups of the simulation study are in control, and Table 2 shows the value of the estimated 

coefficient of the model. Furthermore, in Fig. 1 phase one is obtained from the principal component, and the 
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average run length (𝐴𝑅𝐿0) is equal to 7.94 and the value of (𝐴𝑅𝐿1)is equal to 1.1. However, in Fig. 2 is 

obtained from residuals, and (𝐴𝑅𝐿0) is equal to 7.86 and the value of (𝐴𝑅𝐿1) is equal to1, and Fig. 3 is the 

phase two control chart, so (𝐴𝑅𝐿1) value is equal to 1.16, but the value of (𝐴𝑅𝐿0) 𝑖𝑠 𝑒𝑞𝑢𝑎𝑙 𝑡𝑜 8.98. Where the 

sample size is N = 200 and p is the number of independent variables, so p = 4, then we divide N into 50 

subgroups and subgroups, and the sample size is equal to 4. So, if we make a comparison by   ARL measurement 

between Fig. 1, Fig. 2, and Fig. 3, we find that the (𝐴𝑅𝐿0) value of Fig. 3 is better than Figs. 1 and 2 because 

the (𝐴𝑅𝐿0) value of the ARL is the largest value, but in(𝐴𝑅𝐿1) Fig. 2 is the best value because it is the smallest 

value. So if we do a comparison between (Yassin and Mohamed 2022) and this study we found our mythology is 

easy to used and we use PC method instead of Yassin and Mohamed method to solve multicollinearity problem 

and monitor processes and procedures our data through Shewhart control chart and obtained on ARL because in 

Yassin and Mohamed doing three k control charts and every chart should be calculate ARL so they have 6 chart 

for one type put her we have two charts, so the best chart in this study  for 𝐴𝑅𝐿0 is Fig. 3 but in  𝐴𝑅𝐿1 is Fig. 2. 

 

 
 

Fig. 2. Phase one for binomial principal component residual based on control chart 

 

 
 

Fig. 3. Phase two for binomial principal component residual based on control chart 
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4 Conclusions 
 

All binomial control charts are in control. Furthermore, we present a new plan combining binomial regression 

and principal component analysis. Furthermore, the binomial principal component residual based on control 

chart (BPCR) is used to monitor data processes. A lot of research has used the Shewhart control chart, but Yassin 

and Mohamed used Shewhart based on a residual control chart with Poisson regression, so the current paper 

proposes a different strategy in terms of choosing a different model with a different treatment method. 

Furthermore, we generated z following standard normal distribution and use, 𝑥𝑖𝑗 = (1 − 𝛿2)(1
2)𝑧𝑖𝑗 + 𝜌𝑧𝑖𝑗  with a 

degree of correlation equal to 0.95, then choosing 𝜑 finally generating dependent variable following binomial 

distribution then check the data by VIF, CI, and correlation matrix to show if this data have multicollinearity 

problem then do PCA, finally divided our data to subgroup and calculating ARL by. We found this suggested 

method is easy to use, doesn’t take a lot of charts, and also can use different residuals to draw a control chart and 

calculate ARL if the control chart is in control the (ARL) is equal to 𝐴𝑅𝐿0 = 1 �̂�⁄  , but if control chart is out of 

control the (ARL) is equal to 𝐴𝑅𝐿1 = 1 (1 − �̂�)⁄ , however, it must be the largest value of 𝐴𝑅𝐿0 because this 

vale is the best value, but in𝐴𝑅𝐿1 should choose a small value. So if we make compression, we found in Yassin 

and Mohamed the value is high for in control and out of control, but in our study, the value out of control is the 

best value because the value is smaller than Yassin and Mohamed, but the value of Yassin and Mohamed for in 

control is the best because it is greater than our study, that is why we say that our study gives good results 

compared to Yassin and Mohamed study because the control chart of  Yassin and Mohamed has a lot of 

subgroups out of control and also shows that the value of 𝐴𝑅𝐿1 is greater than our study result, so in this case, 

the preference is given to the smallest value. In future work, we can use another control chart with a new 

approach and use another mythology to treat multicollinearity problems, or we can also use missing values and 

draw control charts.  A lot of ideas can be used in this field. 
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