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Abstract: In real-world scenarios, the facial expression recognition task faces several challenges,
including lighting variations, image noise, face occlusion, and other factors, which limit the per-
formance of existing models in dealing with complex situations. To cope with these problems, we
introduce the CoT module between the CNN and ViT frameworks, which improves the ability to
perceive subtle differences by learning the correlations between local area features at a fine-grained
level, helping to maintain the consistency between the local area features and the global expression,
and making the model more adaptable to complex lighting conditions. Meanwhile, we adopt an adap-
tive learning method to effectively eliminate the interference of noise and occlusion by dynamically
adjusting the parameters of the Transformer Encoder’s self-attention weight matrix. Experiments
demonstrate the accuracy of our CoT_AdaViT model in the Oulu-CASIA dataset as (NIR: 87.94%,
VL: strong: 89.47%, weak: 84.76%, dark: 82.28%). As well as, CK+, RAF-DB, and FERPlus datasets
achieved 99.20%, 91.07%, and 90.57% recognition results, which achieved excellent performance and
verified that the model has strong recognition accuracy and robustness in complex scenes.

Keywords: facial expression recognition; CoT; adaptive method; ViT; complex scenes

1. Introduction

Facial expression recognition is an important research direction in the field of computer
vision, which has been receiving extensive attention. Through the more accurate recognition
of facial expressions, computers can be endowed with deeper emotional understanding,
bringing unprecedented possibilities for human-computer interaction. With the continuous
development of technology, facial expression recognition has been widely used in many
fields such as medical treatment [1,2], teaching [3], lie detection [4], automatic driving [5],
and security driving [6].

However, accurately recognizing facial expressions is still a great challenge due to
the interclass similarity and intra-class variability of human facial expressions as well
as external environmental factors. Interclass similarity refers to the fact that different
facial expressions may look very similar between different facial expression due to subtle
differences. For example, the facial expressions of anger and disgust are so close in certain
features that they are difficult to distinguish. Intra-class variability refers to the fact that the
same class of expression data may be composed of facial images from subjects of different
ages, genders, races, etc. This variability adds to the complexity of the recognition, e.g., the
facial expression of happiness may vary greatly between people, some may have a bright
smile, and others may have a slight upturning of the corners of the mouth. In addition to
this, face images in a field environment have arbitrary levels of illumination, non-frontal
facial angles, and partially occluded areas, all of which will increase the difficulty of facial
expression recognition. To mitigate the effects of ambient light changes on facial features,
researchers are actively exploring the use of near-infrared devices for expression recognition,
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researchers have actively explored the use of near-infrared (NIR) devices for expression
recognition. However, the development of NIR-based facial expression recognition has
been limited due to the high cost of NIR devices, the lack of wearability, and the relatively
low quality and resolution of NIR images. These challenges make accurate recognition of
facial expressions in complex scenes a difficult task.

With the continuous development of convolutional networks, the facial expression
recognition models proposed based on this technique have achieved excellent perfor-
mance [7–9]. However, the spatial localization of convolutional networks makes it difficult
for the model to learn the dependencies between different facial regions, thus limiting the
understanding of global facial expressions. To overcome these problems, some improved
models based on convolutional networks have also been proposed, such as the attention
mechanism [7], graph convolutional networks [10,11], etc., which aim to enhance the
model’s ability to learn the dependencies between different facial regions, to better capture
the global facial expression information and to improve the model’s ability to recognize
expressions. In recent years, the Transformer architecture [12] has achieved remarkable
success in natural language processing tasks, and inspired by its successful application, ViT
(Vision Transformer) [13] has been introduced into image classification tasks and achieved
remarkable results through the non-local attention mechanism. Researchers have also
introduced it into FER tasks, where its global context-awareness capability can help models
better understand global facial expression features. However, since ViT lacks spatial infor-
mation, is more dependent on large-scale data, and requires more computational resources
and time for training and inference. In addition, FER datasets are usually small in size, and
training FER models using only the Transformer encoder results in models that are difficult
to converge and tend to be biased to focus on occluded and noisy regions. Therefore, the
direct use of ViT models for expression recognition may be limited.

To mitigate the effects of illumination changes on facial expression features and to
better capture contextual correlations between local regions, we take note of the CoT
module [14] (Contextual Transformer), which is a module based on self-attentional im-
provements to learn correlations between different regions by combining both static and
dynamic contextual representations as the final output, as a way of making full use of the
information in neighboring regions. We believe that by placing the CoT module behind the
convolutional network, we can learn more fine-grained local region feature correlations
as a way to reduce the interference of lighting changes on feature extraction, improve the
robustness of facial expression recognition, and at the same time better serve the inputs
of the ViT. Therefore, using the CoT module to connect the CNN and ViT structures can
achieve more comprehensive and flexible feature extraction, thus enhancing the model’s
comprehensive understanding of facial expressions. On the other hand, to remove the
interference of occluded regions and noise, we utilize an adaptive learning method in the
Transformer encoder to dynamically retain the feature information most relevant to facial
recognition, which not only removes extraneous information but also reduces the amount
of computation and improves the performance of the model. The above two methods are
used to ensure recognition of facial expressions even in complex scenes. Overall, our main
contributions are as follows:

1. The CoT module is used to enhance the model’s correlation learning between local re-
gions, capture more fine-grained spatial relationships, improve the ability to perceive
subtle differences, make the model more adaptable to complex lighting conditions,
and improve the robustness of facial expression recognition.

2. In the Transformer encoder, an adaptive learning method is used to dynamically
adjust the parameters of the self-attention weight matrix, enabling the model to retain
the top K tokens that are most relevant to the classification of expressions, removing
noise and occlusion interferences, improving computational efficiency, and saving
computational time.

3. Our proposed model achieves satisfactory results on several datasets. Excellent
recognition performance is obtained on the Oulu-CASIA dataset (NIR scene and
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natural light under three different lighting conditions), CK+, RAF-DB, and FERPlus
datasets, which validates the accuracy and robustness of our proposed model.

2. Related Work
2.1. Near-Infrared Facial Expression Recognition

Expression recognition in NIR images or videos is usually little affected by natural
lighting, compared to visible light images. It mainly exploits the unique reflective properties
of human skin in the near-infrared spectral range rather than relying on color information
in visible light. Zhao et al. [15] used LBP-TOP for near-infrared expression recognition
with good recognition results under different lighting conditions. Jung et al. [16] used
a new integration approach to combine the two models to extract both appearance and
geometric features. Wu et al. [17] designed a fusion of local and global features for facial
expression recognition in the NIR. Chen et al. [18] used a combination of SENet and con-
volutional networks to assign weights to different regions for NIR expression recognition.
Zhang et al. [19] constructed a convolutional network to compute the similarity of seven
expressions to predict 6 NIR emotional expressions. Salim et al. [20] used a transfer learning
approach combined with visible light information for facial expression recognition on NIR
images using more additional information.

2.2. Visible Light Facial Expression Recognition

Facial expression recognition under natural light is more mature and widely developed
than in near-infrared environments. Facial expression recognition under natural light has
been widely researched and developed because it is more in line with the needs of practical
applications. Traditional expression recognition methods are usually based on image
processing or machine learning techniques, in which relevant features in the image, such
as texture, shape, etc., are manually selected or automatically extracted to describe the
facial expression features, and then the extracted features are classified using traditional
classifiers, such as support vector machines or decision trees. Such an approach often
performs poorly on field datasets with light variations and diverse facial poses.

With the development of deep learning, models based on convolutional networks are
gradually becoming the mainstream framework for facial expression recognition. Con-
volutional networks automatically learn features such as edges and textures in an image
by capturing information from local regions through convolutional operations and grad-
ually extract higher-level features by stacking multiple convolutional layers, as well as
using pooling to maintain more important features while reducing dimensionality and
computational complexity, which has led to significant results in different computer vision
tasks. A series of novel networks [21–24] have been proposed for general-purpose image
classification tasks, which have also laid the foundation for facial expression recognition
tasks. Considering the spatial localization of convolutional networks, researchers have
proposed some methods to enhance the facial expression understanding of convolutional
networks, such as the introduction of pyramid structure [25] to reduce the loss of effec-
tive information due to the deeper model or multi-scale convolutional mechanisms [26]
to improve the ability to capture subtle changes in expressions. Some other researchers
have used graph convolutional networks [10,11] to capture information about the expres-
sion features of dynamic sequences or to incorporate different attentional mechanisms
depending on the task requirements, etc. Minaee et al. [7] proposed an attention-based con-
volutional network focusing on different parts of the facial image to perform the FER task.
Huang et al. [27] used a lattice attention mechanism in the initial learning phase to enhance
feature learning for remote deviations between different facial regions. Zhang et al. [28]
improve the performance of recognition by proposing consistency loss to prevent the model
from remembering noisy labels, making the model more able to focus on the valid parts.
UIIah et al. [29] combine three classical classification networks for feature fusion to cope
with occlusion and pose change problems. Gómez-Sirvent et al. [30] performed image
segmentation in the middle of the network to cope with the problem of low-resolution
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facial expression recognition in the wild. Xiao et al. [31] adapted to a complex scene by
constraining a joint multitasking network to assign global and local information weights.
Naveen et al. [32] coped with the problem of occlusion by using Lanczos interpolation
to maintain image quality and combined Hopfield and DBN networks for facial expres-
sion recognition tasks. In addition to this, several researchers have used neural network
search [33] for micro-expression recognition.

With ViT achieving very competitive results in image classification tasks and transformer-
related models achieving more efficient performance on various computer vision tasks [34],
some researchers have also introduced related model structures to the expression recognition
task. Aouayeb et al. [35] utilized the ViT model by adding an SE module at the end of the
model to alleviate the problem of lack of training data for ViT, and achieved effective results on
expression datasets with a small amount of data. Li et al. [36] proposed MViT, which makes
use of two transformer modules, filtering out the background information and occlusion blocks
before classifying them. Ma et al. [37] fused feature information extracted by a convolutional
network with an attention-selective fusion module and fed it to the Transformer encoder for
classification. Xue et al. [38] combined ViT and MAD methods to learn the rich relationships
between local regions, thus selectively removing some irrelevant information and enhancing
the recognition ability of the model. Immediately after that, a pooling operation is proposed
for the convolutional network and ViT together [39] to remove irrelevant information and
further reduce the computation of the model. Yao et al. [40] are inspired by Transformer to
focus on more effective feature information, by using the fine-tuning method and channel
attention module. Jin et al. [41] based on the Swin Transformer and CBAM module to focus
on the important features of face images and designed a loss function to automatically discard
unrecognizable samples as a way to perform better facial expression recognition.

3. Proposed Method
3.1. Architecture Overview

The overall model CoT_AdapativeViT framework diagram is shown in Figure 1. The
framework mainly consists of an IRNet feature extraction network, a CoT module, and an
improved Visual Transformer. Among them, IRNet is used to extract local features, The
CoT is used as a connection module to learn the correlation of local features in different
regions, to improve the ability to perceive subtle differences so that the model can adapt to
the recognition of complex scenes, and ViT is used to learn the global features, and in the
self-attention mechanism inside the transformer encoder, adaptive learning method is used,
to use the similarity scores with class_token as the basis. In the self-attention mechanism
inside the transformer encoder, the adaptive learning method is used to dynamically
determine the parameter K based on the similarity score with the class_token, so that
the parameters of the self-attention weight matrix are retained in top-K, thus pooling
the parameters continuously and retaining only the most effective feature information to
achieve the removal of the influence of noise and occlusion interference.
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3.2. CNN-Based Network

This section describes the CNN network we use in the CoT_AdapativeViT model for local
feature extraction. Common image classification networks such as ResNet and EfficientNet
are widely used in image classification tasks. ResNet utilizes residual connections to train the
deep network, which improves the training of the model. EfficientNet, on the other hand,
achieves efficient model structuring by scaling the depth, width, and resolution of the network.
These image classification networks have good generalization in many tasks. For the expression
recognition task, we further consider the sensitivity of the selected network to face information
features. Therefore, we choose the IRNet-50 network and use only the first three basic_blocks
as our CNN extraction network. It is shown that IRNet exhibits high recognition performance
on different face datasets. This indicates that IRNet has obvious advantages in learning face
gesture features and identity-aware features. Using IRNet as our CNN extraction network is
expected to improve the performance and robustness of the face expression recognition task
based on the enhanced perception of face information.

3.3. Integration Module of CoT between CNN and ViT

In the CoT_AdapativeViT model framework, the CoT module acts as a transition
module connecting the CNN feature extraction network and the Transformer encoder. The
CoT module can help the model to learn fine-grained correlation information between local
regions, to more accurately capture subtle differences in facial expressions and reduce the
impact of lighting changes on expression features. By enhancing the correlation of local
regions, the perception of expression features can be improved to better cope with the
problem of blurred or missing expression features caused by lighting changes.

The CoT module is proposed to make full use of the rich context between neighboring
keys as a way to enhance the visual representation ability. In the paper, the CoT module
is used to replace the 3 × 3 convolutional network in the ResNet architecture, which
demonstrates strong advantages in computer vision tasks such as image recognition and
target detection. Unlike the use in the original paper, we use it to connect the CNN and ViT.
Through the connection, the local features extracted from the CNN can be better integrated
into the overall model, providing richer local information for the subsequent global feature
extraction, helping to maintain the consistency between the local area features and the
global expression, avoiding the distortion of local features caused by lighting changes,
thus improving the stability and accuracy, ensuring the adaptability and robustness of our
model in complex scenes.

The overall implementation steps be divided into the overlay work of static context
and dynamic context, as shown in Figure 2. Specifically, the input feature map X ∈
RH×W×C, the size of the convolution kernel is defined as K, which is used as the range
of the local region. The steps of static context information acquisition are: firstly, use the
K × K convolution kernel to extract the context information, to obtain the static context
representation of feature X, which is denoted as K1 = Convx(X); the steps of dynamic
context information acquisition are: splice the K1 obtained from the previous step and
X in the channel dimension, to obtain a richer and more diversified representation of the
features, and then to enhance the feature representation ability. Then, two consecutive
1 × 1 convolution operations (one with activation function, denoted as Wθ , and one without
activation function, denoted as Wδ), are used to obtain the attention matrix A:

[
K1, Q

]
WθWδ,

and the weights are normalized using the Softmax function, secondly, the 1× 1 convolution
is used to operate on the input feature maps X, which is finally multiplied by the normalized
weight matrix, thus obtaining K1 and X. Finally, multiply it by the normalized weight
matrix to obtain K2 = so f tmax(A) ∗ (X). This step utilizes the additional guidance of the
static K1 to enhance learning capability, so it can dynamically learn the correlation of the
local region and obtain dynamic contextual information. Finally, these two are summed to
obtain the output of the final CoT module, as shown in Equation (1).

CoT(X) = Convx(X) + so f tmax(A) ∗ (X) (1)
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where A denotes the attention matrix, and Convk denotes the convolution operation with
convolution kernel size K. In this process, the dimensions of the feature maps before and
after the input are kept constant. The value of the convolution kernel K we chose is 3.
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By introducing the CoT module, we can make full use of the relationship between
local and global features to improve the performance of the facial expression recognition
model through the fusion of dynamic and static contexts. This design enables the model
to better capture subtle facial features and contextual information and can adapt to the
expression recognition task in complex scenes, thus improving the accuracy and robustness
of expression recognition.

3.4. Adaptive Method with ViT

Global features are captured using the ViT architecture, and adaptive learning is
used in the Transformer encoder architecture to gradually adjust the self-attention weight
parameter of each block, which not only focuses on the most relevant features and improves
the expressiveness and differentiation of the features, but also suppresses the information
that is irrelevant to the task to a certain extent so that it can reduce the attention to noise
and redundant information, remove the feature information that is not very relevant to the
facial expression, and also effectively reduce the amount of computation and improve the
recognition performance of the model.

The whole processing of vit is introduced first. Firstly, the input image is divided into
fixed-size image blocks, and, the resulting image vectors are linearly mapped flattened
into a vector, and an additional learnable embedding vector class_token is added, thus
introducing global semantic information about the whole image and interacting with other
image blocks as an important basis for the final classification result. Location information
encoding vectors are usually added for these image blocks. The image blocks are con-
catenated with the class_token and fed into the Transformer Encoder. Each Transformer
Encoder consists of Multi-Head Attention, Layer Norm, and MLP modules. These encoders
help the model establish global relationships and contextual information in the sequence.
Finally, the final recognition result for expression classification is obtained by mapping the
class_token feature vector to the category probability distribution by a MLP-Head.

Visual Transformer is built based on the self-attention module, which makes our
adaptive token learning approach better able to find more important places to focus on
globally, save more effective information, and remove the effects of noise and occlusion.
The concept of the self-attention mechanism [9] is to associate different locations of a single
sequence to compute a representation of that sequence. Specifically, the input features
are divided into three parts: query, key, and value, and for each position of the query, the
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self-attention mechanism computes the similarity between that query and the keys of all
the positions and uses the similarity to assign an attention weight to each position. The
attention weights are then weighted and summed with the values of the corresponding
location to obtain an output representation of that location. The dot product method is
generally used to calculate the similarity, as shown in Equation (2). We use the similarity
between other tokens and class_token as a basis to filter out tokens that are not relevant to
the global semantic relationship.

(
QKT)

ij =
d
∑

k=1
Qik·Kjk (2)

After computing the similarity score, it is converted into a set of attention weights that
sum to 1 using the Softmax function. These weights are then weighted and summed with
the value vector V to get the final attention output as shown in Equation (3), Where Q, K,
and V are query vector, key vector, and value vector, respectively. d denotes the dimension
of the K vector.

Attention(Q, K, V) = So f tmax
(

QKT
√

d

)
V (3)

The main goal of the adaptive learning approach is to determine the number of tokens
that need to be retained each time to achieve more effective information filtering in the
model’s self-attention mechanism. Specifically, we introduce a set of adaptive learning
parameters [K1, K2, K3, · · · , KN ], whose values are dynamically adjusted according to the
learning progress of the model during the training process. This parameter is used to
specify the number of tokens to be retained during training, and by obtaining the index of
the retained elements and using it in conjunction with the attention weight matrix, we can
perform the deletion operation on the other elements that are not in K, so that we can focus
our attention on the tokens that are the most relevant for the recognition of expressions,
and achieve a more efficient pooling and de-noising of the information, thus improving the
performance of the model.

4. Experiments

In this section, information specifically related to the experiment will be presented. It
includes information about the four datasets used for the experiments (Oulu-CASIA, CK+,
RAF-DB, and FERPlus) and the pre-processing procedure of the datasets, followed by a
description of the parameter settings during the training process, and finally the ablation
experiments and visual analyses and presentations of our proposed model on each dataset.

4.1. FER Datasets

Oulu-CASIA: Contains videos of facial expressions taken by 80 volunteers in a lab-
oratory setting. Each volunteer provided 6 different facial expressions including anger,
disgust, fear, happiness, sadness, and surprise. These videos were filmed under different
lighting conditions, which can be categorized as dark, weak, or strong according to light
intensity. The whole can be divided into shooting in near-infrared and visible light. In this
study, the last three frames of each sequence are taken to form the dataset, and experiments
are conducted in both cases using 10-fold cross-validation. The dataset images are shown
in Figure 3.
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CK+: Contains 593 facial expression sequences provided by 123 volunteers under
laboratory conditions, of which 327 contain accurate expression labels for 6 expressions:
anger, disgust, fear, happiness, sadness, and surprise. Each expression sequence varied
from neutral to having a distinct expression. In this study, the last three frames of the
sequence were selected to form the dataset and experiments were conducted using 10-fold
cross-validation methods. The dataset images are shown in Figure 4.
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RAF-DB: Contains 29,672 images of facial expressions of individuals from differ-
ent languages and cultures, each image is independently labeled by 40 annotators with
7 expressions: anger, disgust, fear, happiness, sadness, surprise, and neutral. In the exper-
iment, 12,271 images were used as training and 3068 images were used for testing. The
dataset images are shown in Figure 5.
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FERPlus: Improved and extended the annotation quality and diversity of the original
FER2013 dataset. Labeled by the votes of 10 individuals, removing both unknown and
non-facial expression categories, FERPlus contains 8 facial expressions (anger, contempt,
disgust, fear, happiness, sadness, surprise, and neutral). In the experiment, a total of
28,557 images were used for training and 3578 for testing. The dataset images are shown in
Figure 6.
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4.2. Image Pre-Processing

Most of the face expression datasets include extensive background regions, to improve
the computational efficiency and increase the accuracy of recognition of recognition, the
face images in the datasets are first detected and cropped, which not only improves the
consistency and quality of the training and test data but also ensures that the model focuses
on face expression feature extraction and recognition. We perform face detection on four
datasets and crop out the face regions as training and testing datasets. The situation is
slightly more complicated for the dataset with three different lighting in Oulu-CASIA
natural light. The datasets with light intensities of DARK and WEAK have obvious
cases of missing details to the extent that the naked eye cannot distinguish whether the
images contain humans or not, as shown in Figure 7, and we choose to discard them. The
distribution of specific Oulu-CASIA datasets is shown in Table 1.
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Table 1. The specific number of Oulu-CASIA datasets in visible light.

Luminous Intensity Pre-Processing Data Post-Processing Data

strong 1440 1440
weak 1440 1410
dark 1440 1380

4.3. Implementation Details

Models were constructed and implemented using Pytorch. Before inputting into the
model, the images were resized uniformly. Considering that the original image size is not
consistent across datasets, here, the image of CK+, Oulu-CASIA dataset was resized to
224 × 224 pixels and the image of RAF-DB, FERPlus dataset was resized to 112 × 112 pixels.
When reading the dataset, random flip, random rotation, etc. were used for the data
enhancement work. The initial value of the adaptive parameter was defaulted to 1. The
parameters for training were set as follows: cross-entropy loss function was used, SGD
optimizer, the learning rate was fixed to 1 × 10−3, the batch size was 24 and epoch was
set to 100 for CK+, Oulu-CASIA datasets, and the batch size was 128 and epoch was set
to 60 for RAF-DB, FERPlus datasets. All experiments were done on a single NVIDI A100
GPU card.

4.4. Ablation Studies
4.4.1. Ablation Experiments on the Proposed Module

To validate the effectiveness of the proposed method, we designed ablation experi-
ments on four datasets, Oulu-CASIA (three different light conditions in near-infrared and
visible light), CK+, RAF-DB, and FERPlus. The base model is a hybrid model of IRNet50
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loaded with pre-trained weights and a ViT-small framework. Overall, both the CoT module
and the adaptive approach can effectively improve the performance of the model. The
combination of the two methods can further improve the performance of the model.

Table 2 presents the results of our ablation experiments on the Oulu-CASIA dataset.
The results show that our method exhibits excellent recognition performance under both
NIR and natural light illumination conditions, showing strong robustness to different
scenes. In the NIR dataset, the effects of different lighting variations on the images are
relatively small, so we choose to perform the ablation experiments in a dark environment
to compare the performance with other models. Compared to the base model, our method
improves the accuracy by 2.398%. However, under natural light, the face expression image
is greatly affected by lighting variations, which may result in less clear and complete
expression features. To verify the adaptability of CoT_AdaptiveViT under different lighting
environments, we conducted ablation experiments under the Oulu-CASIA dataset with
three lighting conditions. Compared to the base model, we improved the accuracy by
3.31%, 2.66%, and 2.55% under strong, low, and dark lighting conditions, and 1.85% on
the NIR dataset, which fully validates the robustness and adaptability of our method in
complex scenes.

Table 2. Ablation study on the Oulu-CASIA dataset. The base model refers to the model without the
incorporation of the CoT module and the adaptive method.

CoT Adaptive
Method

Visible Light Near-Infrared

Strong Weak Dark Dark

× × 86.16 82.10 79.73 86.09√
× 87.50 84.25 80.77 86.30

×
√

88.65 82.78 80.02 87.09√ √
89.47 84.76 82.28 87.94

Table 3 shows the results of our ablation experiments on the CK+, RAF-DB, and
FERPlus datasets. Compared to the base model, our method improves by 1.232% on the
CK+ dataset, 1.501% in RAF-DB, and 0.806% in FERPlus. The CK+ dataset is a lab-controlled
dataset with complete information about the face expressions, and thus, the model achieves
a high accuracy of 99.2% on this dataset. The RAF-DB and FERPlus, on the other hand,
are field datasets, which face challenges such as light changes, face pose changes, and
occlusion. The experimental results show that our model exhibits good solution capabilities
in dealing with these problems.

Table 3. Ablation study on the CK+, RAF_DB, and FERPlus datasets. The base model refers to the
model without the incorporation of the CoT module and the adaptive method.

CoT Adaptive
Method CK+ RAF-DB FERPlus

× × 97.97 89.7 89.76√
× 98.98 90.61 90.45

×
√

98.71 90.78 90.32√ √
99.20 91.07 90.57

4.4.2. Visualization and Analysis

Figure 8 shows the results of the visualization of the confusion matrix of the CoT_AdaptiveViT
model on the Oulu-CASIA (NIR, VL), CK+, RAF-DB, and FERPlus datasets. From the overall
viewpoint, the model is highly discriminative on the categories of Happy, and Surprised and
performs well on all other categories. From the recognition results of each category, our proposed
model has an excellent global perception ability to adapt to complex scenes. Face expression
images under different lighting conditions not only have changes in feature expressions brought
about by lighting changes, but are often accompanied by low-resolution images with a lot of noise.
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To deeply explore the CoT module’s ability to learn the local relevance of face expression features
in different environments, we visualized the feature maps before and after the CoT module in the
inference stage, as shown in Figure 9. Randomly selected images of face expressions in different
environments and with different poses were processed by the CoT module, and we observed that
the model focuses more on specific regions of attention, which demonstrates the role of the CoT
module in strengthening the model’s ability to recognize important features. At the same time, we
notice that the local correlations between different regions are enhanced, which helps the model
to better capture the subtle changes and emotional information in facial expressions and, mitigate
the effects of lighting variations and noise on expression features.
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5. Comparision Study

We use the CoT_AdaptiveViT model to evaluate it in the CK+, RAF-DB, and FERPlus
datasets and compare it to state-of-the-art methods.

Results on Oulu-CASIA: The performance comparison of the Oulu-CASIA dataset
will be presented in two parts. Firstly, for the full experimental data, we used a 10-fold
cross-validation method to verify the recognition performance. For the NIR performance
comparison, we achieved state-of-the-art performance as shown in Table 4. Unlike previous
single convolutional network models, we used a combination of convolutional network and
Transformer Encoder to enhance the comprehensive understanding of facial expressions.
Second, in the visible light performance comparison, almost all publicly available models
are trained based on datasets that are in a strong light environment. Our model, on the
other hand, has been experimented under three different lighting conditions and We will
show achieved significant performance gains in all of them, the results of the performance
comparison with the existing models under strong lighting environments, as shown in
Table 5. Compared to HPFS [42], which uses feature separation as a way to overcome
the interference of light variations, our method of local relevance learning using the CoT
module is more advantageous.

Table 4. Performance comparison on Oulu-CASIA (NIR dark).

Methods Year Acc (%)

LBP-TOP [15] 2011 69.32
DTAGN [16] 2015 66.67

NIRExpNet [17] 2017 78.42
SETFNet [18] 2019 80.34
VGGNet [19] 2020 82.67

Based_transfer learning [20] 2022 84.83
CoT_AdaptiveViT(Ours) 2024 89.74

Table 5. Performance comparison on Oulu-CASIA (VL strong).

Methods Year Acc (%)

Spatial-Temporal Network
[43] 2017 72.12

HiNet [44] 2019 70.30
VGGNet [19] 2020 84.40

FDRL [45] 2021 88.26
AGFER [46] 2023 89.19
HPFS [42] 2023 87.32

CoT_AdaptiveViT(Ours) 2024 89.47

Results on RAF-DB: Table 6 shows that our accuracy on the RAF-DB dataset is 91.07%,
which outperforms other models. EAC [28] uses randomly removing some facial regions
to enhance the model’s learning of the non-noise part and thus enhances the model’s
performance. DAN [47] adopts a multi-task joint approach to capture both local and global
feature information. Compared to these methods, our proposed method captures local and
global features based on the use of adaptive learning to retain tokens that are most relevant
to expression categorization, thus achieving the effect of removing noisy and occluded
regions and enhancing computational efficiency.
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Table 6. Performance comparison on RAF-DB.

Methods Year Acc (%)

ViT+SE [35] 2021 87.22
TransFER [38] 2021 90.91

EAC [28] 2022 90.35
RES [48] 2023 90.38

CFNet [31] 2023 87.52
DAN [47] 2023 89.70

CoT_AdaptiveViT(Ours) 2024 91.07

Results on CK+: Table 7 shows that we achieved a high recognition performance on
the CK+ dataset by using a 10-fold cross-validation method with 99.20% accuracy. Among
them, FER_RN [49] introduces an attention module to redistribute the weight parameters
of channel and spatial dimensions, and ZFER [50] performs emotion recognition on faces
based on partitions. These methods only take into account local feature information, while
our model pairs have a more comprehensive understanding of expression information
through the CNN_ViT architecture.

Table 7. Performance comparison on CK+.

Methods Year Acc (%)

SL+SSLpuzzling [51] 2021 98.23
FER_RN [49] 2022 96.97
CFNet [31] 2023 99.07
DBN [32] 2023 98.19

CNN_LSTM [52] 2023 92.00
ZFER [50] 2023 98.74

CoT_AdaptiveViT(Ours) 2024 99.20

Results on FERPlus: Table 8 shows that our model achieves 90.57% accuracy on the
FERPlus dataset, demonstrating the excellent recognition performance of our proposed
model. VTFF [37] uses ViT and feature fusion to capture global-local information, and
FT-CSAT [40] fine-tunes the channel-space attentional transformer to allow the model to
be more attentive to expression-related information. We use the CoT module to enhance
the learning ability of local relations to better understand the correlation between local
features, and input the acquired information into the transformer encoder, which enables
the model to make full use of local and global information to improve the perception and
understanding of expression features.

Table 8. Performance comparison on FERPlus.

Methods Year Acc (%)

EAC [28] 2022 89.64
VTFF [37] 2023 88.81

FT-CSAT [40] 2023 89.26
NAGNet [53] 2023 89.30

RRN [54] 2023 89.64
FST [55] 2023 90.41

CoT_AdaptiveViT(Ours) 2024 90.57

6. Conclusions

To address the problem of accurately recognizing facial expressions in complex scenes,
we introduce a CoT module between the CNN and VIT architectures, which improves
the ability to perceive small differences by learning correlations between features in local
regions at a fine-grained level. This enables our model to better adapt to complex lighting
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variations. Meanwhile, we adopt an adaptive learning method to dynamically adjust
the parameters of the self-attentive weight matrix of the converter encoder to better deal
with the background occlusion and noise interference problems. Experiments show that
our proposed CoT_AdaptiveViT model achieves significant performance improvement on
multiple open-source datasets, demonstrating the model’s strong recognition accuracy and
interference resistance in complex scenes. This also provides new ideas for future research
to address the challenges of light changes on expression recognition.
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