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Recognition of the Gastric Molecular Image Based on
Decision Tree and Discriminant Analysis Classifiers by
using Discrete Fourier Transform and Features
Sevcan Aytaç Korkmaz

Electronic and Automation Department, Fırat University, Elazığ, Turkey

ABSTRACT
This article presents the development and evaluation of a
computerized decision support system (DSS), aiming to Show
the feasibility and potential toward maximizing the benefits of
a new algorithm by combining the machine-learning techni-
ques which are not used in the literature for automatic recog-
nition of the gastric images. The object of this article is fivefold:
first, the features Maximally Stable Extremal Regions (MSER),
Speeded Up Robust Features (SRF), and Binary Robust Invariant
Scalable Keypoints (BRISK) of histopathological gastric images
were analyzed. Second, the Fourier Transform (FT) was applied
to these properties which were calculated to equalize the
dimensions of the obtained features. Third, MS and LE size
reduction methods have been applied. Fourth, the decision
tree (DT) and discriminant analysis (DA) classifiers are used to
classify the histopathological gastric images. Fifth, these classi-
fication results have been compared. In this article, the highest
accuracy result obtained by using the SRF_FT_MS_DT method
is found to be 86.66%. Fast and multimodality computerized
DSS can beneficial to patients for early detection of gastric
diseases. It may facilitate early diagnosis of the disease.

Introduction

Discriminant analysis (DA) method is a statistical and machine-learning
method that finds a linear combination of properties that determine or
distinguish two or more events. Logistic regression and statistical likeness
regression is similar to DA. Despite the fact that independent variables have
normal distribution in DA, there is no need such an acceptance in logistic
regression and statistical likelihood regression. The DA that seeks the linear
combination of the variables that best explain the data is related to principal
component analysis (PCA) and factor analysis methods. DA explicitly tries to
model the difference between classes of data. For DA, there should be a
distinction between independent variables and dependent variables. DA
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works in situations where the independent variables for each observation are
constant quantities. In the case of dealing with independent variables belong-
ing to the category, the discriminant similarity analysis is equivalent to the DA
method (Shayan et al. 2016). Machine-learning techniques are widely used in
computer-assisted analysis of histopathological gastric cancer images. In the
literature, machine-learning techniques such as Bayesian networks (BNs),
decision trees (DTs), artificial neural networks (ANNs), and support vector
machines (SVMs) have been widely applied in cancer research for the devel-
opment of predictive models with effective results (Kourou et al. 2015).

There are computer-aided studies carried out with machine-learning tech-
niques in gastric cancer diagnosis. To date, there are many studies for the
early detection of cancer types using machine-learning techniques.

In the study of Korkmaz, Korkmaz, Poyraz and Yakuphanoglu (2017), AFM
images were used for early diagnosis of breast cancer. They used Gray-Level Co-
Occurrence Matrix (GLCM) features. Minimum redundancy and maximum
relevance (mRMR) were used as size reduction method. The fuzzy k-nearest
neighbor (KNN) and least-squares support vector machine (LSSVM) methods
were used as classifiers. The accuracy rate found for mammograms of breast
cancer is mRMR_KNN and mRMR_LSSVM method is found to be 100%. In
another study (Korkmaz and Korkmaz), the machine-learning methods, such as
the minimum-redundancy-maximal-relevance m (RMR) and Kullback–Leibler
(KL), are used for cancer diagnosis. The accuracy result is found to be 98.3%. In
addition, the machine-learning techniques for early diagnosis of the gastric
cancer in the literature are used. An important cause of gastric cancer is
Helicobacter pylori infection. Yoshihiro et al. (2010) studied a computer-based
system for predicting risk factors for gastric cancer. Digital endoscopy images of
patients with H. pylori bacteremia have been studied in the system. Three
parameters have been used to classify the gastric mucosa. The data obtained
from this classification are processed by Bayes Theorem and the output is
obtained. This study sheds light on the identification of patients with a high
risk of cancer and whose endoscopy needs to be done. Korkmaz et al. (2017)
proposed a new approach using the machine-learning methods for gastric
cancer detection. They used the following methods in the this approach:
Histograms Oriented Gradient (HOG) (Korkmaz et al. 2017), Artificial Neural
Network (ANN) and linear discriminant analysis (LDA). The classification
accuracy with proposed method was found to be 88.9%. Korkmaz and Binol
(2018) suggested computer-aided methods for early gastric cancer detection.
They used the following methods for histopathological gastric images with this
purpose: the Artificial Neural Network (ANN), Random Forest (RF), Histogram
of Oriented Gradients (HOG) and Local Binary Patterns (LBP). They high-
lighted the two important points for gastric cancer: (1) ANN classifier perfor-
mance for gastric cancer has higher accuracy than the RF classifier and (2) LBP
properties have higher accuracy than HOG features for ANN classifier. Surf
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features are used in many kinds of image classification. Vasilakakis et al. (2016)
proposed a lesion detection algorithm on video capsule endoscopy images. They
used the Bag-of-Color Features. They used the SRF properties in comparing the
experimental results. The highest accuracy result found by using this algorithm
is 81%. In another endoscopic image study (De Souza et al. 2017), surf and sifter
features were applied to endoscopic images. They aimed to make an automated
computerized diagnosis and classify neoplastic lesions. The optimum-path
forest (OPF) and support vector machine (SVM) classifiers were used for this.
The best results were obtained with the OPF classifier. The accuracy rate
obtained with OPF classifiers by using SRF properties was found to be 73.8%.
The histopathological gastric carcinoma (Cosatto et al. 2013) was diagnosed by
using machine-learning techniques. In this study, medically related nuclei prop-
erties were used. The multi-instance learning framework (MIL) was used as a
classifier. The sensitivity and specifity values were found to be 90%.

In another study of image processing (Işık 2014), the SIFT, SRF, BRIEF,
FAST, BRISK, ORB, and MSER features for landscape images in the Oxford
data set are compared. It has been suggested that FAST with BRIEF features
are faster than other features. In the SRF method, which is an alternative to
the SIFT algorithm, the feature extraction stage is faster than SIFT. However,
there are cases where the two methods are advantageous compared to each
other. The extracted features are different. MSER (Maximally Stable Extremal
Regions) algorithm is another feature extraction method used to find stable
features. Because the process complexity is close to linear, this algorithm,
which works very fast, has been shown to work with stability and high utility
(Matas et al. 2004). The features obtained in this feature extraction method
generally represent complex points that are matte or brighter than those
around them (Matas et al. 2004).

This paper is consists of Introduction, Theory and method,
Experimental Results and Discussion and Conclusion Sections. The aim
of this study is to provide a new algorithm to literature for automate the
diagnosis of gastric cancer. The following contributions have been made
to this article:

1) Until today, SRF, MSER, and BRISK features have been used with some
machine-learning methods in some image types and endoscopy images.
However, in this article SRF, BRISK, and MSER have been applied to classify
the gastric histopathological images.

2) FT, MS, LE, SRF, MSER, and BRISK machine-learning techniques were
not used in classifying histopathological images of the gastric carcinoma.

3) So far, only SRF features have been applied to classify gastric endoscopy
images. However, in this article, besides SRF features, BRISK and MSER
features were also applied to classify the gastric histopathological microscope
images.
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Theory and method

Data Collecting and Proposed Systems

Gastric images used in this study were taken from Pathology Department of
the Fırat University. The use of medical images was verified by the relevant
board of directors on April 12, 2016 with file number 07–05. The steps of the
proposed algorithms are given in Figure 1.

In the first step, the features of Speeded Up Robust Features (SRF),
Maximally Stable Extremal Regions (MSER), and Binary Robust Invariant
Scalable Keypoints (BRISK) of histopathological gastric images were ana-
lyzed.. In the second step, FT was applied to these properties which were
calculated to equalize the dimensions of the obtained features. In the third
step, MS and LE size reduction methods have been applied. In the fourth
step, histopathological gastric images were classified using DT and DA
classifiers. In the fifth step, these classification results have been compared.

Maximally Stable Extremal Regions (MSER)

The MSER algorithm is an algorithm used to find circles or ellipse-like
shapes (blobs) in images. The algorithm selects key points taking these
shapes into account and calculates their attributes on these key points
(Matas et al. 2002). An MSER region (Matas et al. 2004) consists of a set of
interconnected points over a certain threshold value, whose persistence is
dependent on the changing threshold value. In other words, the selected
region is a local binary form that does not depend on a set of threshold
values. According to Matas et al. (2004), the findings of MSER regions are in
good agreement with those obtained by Watershedding’s method. The
threshold value is changed to vary between 0 and 255, while regions con-
nected to one another, which do not change or change very little in all scenes,
are called as MSER regions.

In the implementation of the method, the image points are sorted by the
brightness value. The points are placed in the image in ascending or
descending order. During this process, the component regions and the
fields of these regions are kept in a list by finding with Union-finder
algorithm. At each step of the thresholding process, the small region
with the association of the two regions is included in the large region.
The smaller region is removed from the list. The threshold values at which
the variation of the zone area is minimized by increasing/decreasing the
threshold value are selected as the threshold ranges producing the max-
imum stable extremal zones. In other words, the boundaries of the end
regions formed by the connected components at all threshold values are
represented as Q1; . . .Qi�1;Qi; . . . a series of contiguous regions. This
sequence provides the Qi � Qiþ1 condition. It is need to be a local
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minimum in i� value of the q ið Þ ¼ Qi � Δj j= Qij j expression in order to
select as the maximum stationary the Qi* end region in the array (Güney
and Arıca 2009). In this expression, :j j denotes the area of the region and
� value denotes a parameter of the method. The � sign also indicates
that there are local minimum for both decreasing and increasing threshold

Figure 1. Steps of proposed systems.
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values. This process is applied on all the region arrays in the set of
extremal regions to obtain the maximum extremal stable regions (Güney
and Arıca 2009).

In the MSER method, neighboring image points having a similar color are
subjected to clustering based on the stacked clustering. For clustering pro-
cess, the color distances of four or eight neighboring points to one another
are kept at an associated list. At each step of the algorithm, t 2 0 . . .T½ �, the
image points are labeled progressively. If the coordinate space of the image
points is denoted as a set of labels Ω ¼ 1 . . . L½ �x 1 . . .M½ � � Z2, each step is
expressed as Et : Ω ! N mapping. As a result of the labeling, the connected
points that have the same label determines the image end regions.

The distance between all neighboring points of the image extremal region
must be lower than dthr tð Þ, which is a threshold value calculated for the step
in question. The distance of the image points in the color space is calculated
using the chi-square distance. Initially, all values in the E0 label image are
labeled as 0. In Et tag image, all neighbor points with a distance less than
dthr tð Þ are labeled as new region and Etþ1 tag image is obtained (Güney and
Arıca 2009). Due to the spatial relationship between the image points, the
distances of all neighboring points do not show a uniform distribution. The
vast majority of distances have small values, and large distance values in a
few numbers exist. Therefore, at each step, the threshold value is increased
linearly, resulting in a very rapid number of tag changes at the beginning.
Thus, to the end of the steps, the labels of many points change (Güney and
Arıca 2009). In order to change the label of an equal number of image points
in each step, the distance between all neighboring points in the image is
taken as a random variable and the threshold values are modified according
to the ordered reversal of the cumulative distribution function (CDF) of this
random variable (Güney and Arıca 2009). The chi-square CDF for colored
images is calculated as follows:

C3 xð Þ ¼
ffiffiffiffiffi
4x
λπ

r
e�3x=2μ þ erf

ffiffiffiffiffiffiffiffiffiffiffiffi
3x=2μ

p� �
(1)

where μ is the mean of the sample set. Thus, the threshold values after the
average estimate are obtained as follows:

dthr tð Þ ¼ c�1 t
T

� �
t 2 0 . . .T½ � (2)

Next, field changes of the extremal regions detected by increasing the value
of dthr tð Þ at each step are checked, and maximum stationary ones are
detected. In addition, those smaller than a given value are eliminated from
the maximum stable extremal regions (Güney and Arıca 2009).
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Binary Robust Invariant Scalable Keypoints (BRISK)

The BRISK algorithm is an algorithm that takes less time as processor time than
SRF algorithm and performs better than SRF algorithm. It is the bit sequence
used to compare the densities of the pixels in the neighborhood of each key
point, in addition to the keypoint finding method used in the FAST algorithm
because it takes less time. While the local attributes obtained in SIFT, SRF, and
similar methods can represent an image in some transformations, such as
rotation, change of view angle, and other distortions, the descriptors obtained
from these methods cause very troubles in situations where network load is
limited or very large conditions are required. Because of this reason, many
binary descriptors have emerged. The FAST-based BRISK method
(Leutenegger, Chli, and Siegwart 2011) is only one of these. In general, BRISK
consists of three parts: sampling pattern, directional compensation, and sample
pairs. Taking a sample pattern here means getting points on the circle in the
FAST method. The sample pairs are then separated into two subgroups: short-
distance and long-distance pairs. For effecting rotation, the long-distance pairs
are determined by looking at the sum of the gradient values, and the short-
distance pairs are rotated according to the directions in which they are obtained.
Finally, the brightness values of the first and second points are compared for all
pairs. If the value of the first point is greater than the second value, the output is
1; otherwise, the output is 0. Thus, a descriptor consisting of 512 bits for 512
pairs is created. The Hamming distance, which runs in a shorter time than the
Euclidean distance, is used in the matching phase. To realize this, only looking at
the total value of the XOR operation is sufficient to compare binary identifiers.

Classical Multidimensional Scaling (MS)

The multidimensional scaling (MS) is calculated between each pair of train-
ing instances. MS starts from a concept of distance (Bengio, 2004; Korkmaz
and Binol 2018; Van Der Maaten, Postma, and Van Den Herik 2009). The
MS is calculated as follows:

M
^

ij ¼ � 1
2

Mij � 1
z
Si � 1

z
Sj þ 1

z2
X
k

St

 !
(3)

Local Linear Embedding (LE)

The measurement that protects embedding the local geometry at the each
data point is called the local linear embedding (LE) algorithm. The LE is
calculated as follows (Bengio, 2004; Korkmaz and Binol 2018):

L ¼ I �Wð Þ0 I �Wð Þ (4)
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Embedding uninteresting except the smallest eigenvector of L is achieved
from the minimum eigenvector, because (1,1, . . .., 1) eigenvalue is 0. The
biggest eigenvectors of Lμ ¼ μI � L are lowest eigenvectors of L.

Decision Trees

DT is starting from a root and proceeding at decision nodes and eventually
ending in labeled leaves a classifier and supervised learning inclusion. When
you go from root to leaf, you can reach it very quickly when you handle half
of each flow of data in decision-making. In the best case, for n number nodes
decide log2 n reached the result (Aki 2017; Alpaydin 2014; Özkan 2008).
Entropy in the form of a sum of the probabilities in a T is expressed as
follows:

H Tð Þ ¼ �
Xn
i¼1

pi:log2 pi (5)

where T class is feature and entropy is available for class T feature. The
weighted averages of each property, on a class basis, are calculated as follows:

H X;Tð Þ ¼ �
Xn
i¼1

Tij j
Tj j :H Tið Þ (6)

Here, entropy is calculated for each X property of class T. The total number
of T values is the number of values that the H (Ti) is the entropy value
calculated for the value i of the T property. For each property, the informa-
tion gain is calculated as follows:

Gain X;Tð Þ ¼ H Tð Þ �H X;Tð Þ (7)

In this way, the feature that yields the highest gain is treated as the root node
of the tree. The remaining values are recalculated to form the other branches
and nodes of the DT, and each subnode is added as the highest earning
property. While the ID3 algorithm only applies to category-based classifica-
tion, the C4.5 algorithm, which is the improved version of the same algo-
rithm, allows the use of features with numerical values in decision nodes. The
threshold value is used in decision mechanisms in which numerical proper-
ties are used. DTs are created by calculating the earnings separately for the
divided values (Aki 2017).

Discriminant Analysis

In the case of more than one class, the analysis used in the Fisher discrimi-
nant derivative can be extended to find a subspace that is observed to contain
variability of all classes. Let’s assume that each class C has a mean of one μ
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and the same Σ covariance. The class variability is defined as the sample
covariance of class averages:

X
b

1
c

Xc
i¼1

ðμi � μÞ: μi � μ
� �T

(8)

where μ is the average of the class averages. The w r-oriented class distinction
is given as follows:

S ¼ ~wTP
b~w

T

~wTP~w
(9)

The eigenvalue vector for ~w;Σ�1Σb is the eigenvalue corresponding to the
difference between the classes. Since Σ0

bnin c� 1 rank has these nonzero
eigenvalues, the properties of the vectors contain a vector that defines the
subspace. These vectors can be used especially for vector reduction. The
eigenvalues with the smallest value will be very sensitive to the good selection
of the training data and may need an arrangement. If classification is needed
instead of size reduction, there are a number of alternative methods. For
example, after classes have been separated, the standard Fisher discriminant
or DA method can be used to classify each difference. In a commonly used
example, a class is placed in a group and everything else is placed in another
group and the DA is applied. The end result is that the results are grouped
together as a C classification. Another common use is binary classification.
Here a classifier is assigned for each pair of classes and the classifiers are
grouped together to form a final classification. In practice, class averages and
covariances are unknown. However, they can be estimated from the training
set. Even if these estimates are considered to be optimal estimates, they will
be the replacement of actual values. Another difficulty in applying DA to real
data is in the cases where the number of samples of each example exceeds the
number of samples. DA is often used in financial applications. These appli-
cations include bankruptcy prediction algorithms, production management,
income estimation algorithms, and market research. This method is also used
in positioning and face-recognition areas (Karakitsos et al. 2004).

Experimental Results and Discussion

In this article, a total of 180 images with a size of 2592 × 1594 were analyzed.
Ninety of these images were used for testing purposes and 90 were used for
educational purposes. First, MSER, SRF, and BRISK features have been
obtained. The dimensions of these properties have been found to be different.
To reduce the size of these features to the same size, Fourier transformations
have been applied to these features. The size of the total data obtained from
the Fourier Transform is 286592 × 180 for each image. Then, MS and LE size
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reduction methods were applied to these feature values which are applied
Fourier transform. When these features are selected, the following numbers
of features are taken into account: 5, 10, 15, 20, 25, 30, 35, 40, 45, and 50.
These selected properties have been given to DT and DA classifiers.

As seen in Table 1 and Figure 2, the results obtained with FT-MS-DT in all
specifications are higher than those obtained with FT-LE-DT. When five
features were selected, the highest accuracy rate obtained with FT-MS-DT
was 86.66%. However, when 45 features were selected, the highest accuracy
result obtained with FT-LE-DT was 68.88%. In addition, when the perfor-
mances of the DT classifier in Table 1 are compared, it is seen that the SRF,
BRISK, and MSER features have the highest result with SRF properties. As
can be seen in Table 1 and Figure 2, the SRF features give better results than
the BRISK and MSER features for recognition of the histopathological images
of the gastric with DT classifier. In addition, it is understood that FT-MS
method gives better results than FT-LE method.

Table 1. Accuracy result obtained with decision tree classifier according to selected features.
Decision tree (DT) SRF BRISK MSER

Selected Feature number FT-LE FT-MS FT-LE FT-DS FT-LE FT-MS

5 55.55 86.66 50.00 63.33 64.44 84.44
10 61.11 81.11 40.00 50 64.44 84.44
15 66.66 77.77 52.22 44.44 57.77 84.44
20 63.33 71.11 40.00 44.44 64.44 60.00
25 65.55 73.33 43.33 44.44 62.22 60.00
30 61.11 73.33 41.11 44.44 62.22 56.66
35 61.11 73.33 47.77 48.88 60.00 56.66
40 62.22 73.33 31.11 50.00 54.44 56.66
45 68.88 73.33 31.11 50.00 54.44 56.66
50 67.77 73.33 32.22 50.00 50.00 56.66

0

20

40

60

80

100

5 10 15 20 25 30 35 40 45 50

Decision Tree

   SRF FT-LE    SRF FT-MS BRISK FT-LE BRISK FT-MS MSER FT-LE MSER FT-MS

Figure 2. Compared of the accuracy result obtained with decision tree classifier.
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As seen in Table 2 and Figure 3, the results obtained with FT-LE-DA in all
specifications are higher than those obtained with FT-MS-DA. If we compare
the results according to the features, the highest result obtained with FT-LE-DA
and selected 45 features is 83.33%. However, the highest accuracy result obtained
with FT-MS-DA and selected 30 features is 36.66%. In addition, Table 2 has the
same situation as Table 1. When the performances of DA classifier are com-
pared, it is seen that the highest result is obtained with SRF properties according
to BRISK and MSER properties. As can be seen in Table 2 and Figure 3, the SRF
features give better results than the BRISK andMSER features for recognition of
the histopathological images of the gastric with DT classifier. It is evident that
FT-LE method gives better results than FT-MS method.

In this article, machine-learning techniques were applied to gastric histopatho-
logical images. There are studies in the field of health done by using different
classifiers. Also, there have been many studies done for the early diagnosis of
different cancer types. Many studies have been done in the field of gastric.

Table 2. Accuracy result obtained with discriminant analysis classifier according to selected
features.
Discriminant analysis (DA) SRF BRISK MSER

Selected feature number FT-LE FT-MS FT-LE FT-MS FT-LE FT-MS

5 38.88 28.88 44.44 21.11 38.88 27.77
10 54.44 22.22 51.11 27.77 44.44 23.33
15 61.11 22.22 34.44 26.66 51.11 23.33
20 60.00 28.88 35.55 26.66 53.33 20.00
25 58.88 33.33 37.77 26.66 55.55 18.88
30 72.22 36.66 41.11 25.55 66.66 20.00
35 73.33 36.66 38.88 25.55 80.00 22.22
40 72.22 31.11 31.11 24.44 77.77 24.14
45 83.33 32.22 37.77 28.88 71.11 26.66
50 77.77 30.00 41.11 23.33 78.88 22.22

0
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80
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5 10 15 20 25 30 35 40 45 50

Discriminant Analysis

   SRF FT-LE    SRF FT-MS BRISK FT-LE BRISK FT-MS MSER FT-LE MSER FT-MS

Figure 3. Compared of the accuracy result obtained with discriminant analysis classifier.
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However, the number of patients who die from cancer is still present. New
methods and applications are needed to increase the early detection rate. The
purpose of this article is to provide a new computer-aided application with
machine-learning techniques in order help to doctors for early diagnosis. In this
article, 180 images taken from Fırat University Hospital were used. Ninety of them
were used for testing purposes and 90 were used for testing purposes. No pre-
processing has been applied to the images. First, MSER, SRF, and BRISK features
were found for images. The dimensions of the obtained these properties are
different. The Fourier transformations were applied to reduce the size of these
features to the same size. MS and LE size reduction methods have been applied to
the property values obtained after Fourier Transformation. 5, 10, 15, 20, 25, 30, 35,
40, 45, and 50 features were selected with MS and LE methods. These selected
features have been given to DT and DA classifiers. Accuracy results were obtained
for selected 5, 10, 15, 20, 25, 30, 35, 40, 45, and 50 features. The obtained highest
accuracy result was found by using SRF features, FT, MS, and DT methods. In
comparison, the highest accuracy result was found to be 86.66%. The fast and
multimodality computerized decision support systems can be beneficial to patients
for early detection of gastric diseases. It may facilitate early diagnosis of the disease.

The following three highlights are obtained in this article: (1) the SRF features
gave better results than the BRISK and MSER features. (2) Better performance
results were obtained with the LE size reduction method in the DA classifier,
while better performance results were obtained with the MS size reduction
method in the DT classifier. (3) DT classifier showed better performance than
DA classifier. In Table 3 and Figure 4, the accuracy of performance in studies
performed by the Souza and Vasilakakis is found to be 73.8% and 81%. They
worked on endoscopy images. The accuracy results found in these studies are
lower than in our study. Histopathological images were used in our study. The
accuracy performances were found to be 90% and 88.9% with the histopatholo-
gical images in the study of Cosatto and Korkmaz, respectively. The accuracy
results found in these studies are higher than in our study. However, SRF,
BRISK,MSER, FT, MS, LE, DA, and DTmethods were not used in these studies.
For this reason, a new algorithm has been obtained to literature to help early
diagnosis of gastric cancer with this study.

Table 3. Comparison of the accuracy results of our study with other methods.

Methods My method
De Souza et al.

(2017)
Vasilakakis et al.

(2016)
Cosatto et al.

(2013)
Korkmaz et al.

(2017)

Features SRF, BRISK,
MSER

SRF SRF Medical nuclei HOG

Size reduction MS-LE – – – LDA
Classifiers DA and DT OPM MIL ANN
İmage type Histopathologic Endoscopy Endoscopy Histopathologic Histopathologic
Accuracy (%) 86.66 73.8 81 90 88.9
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Conclusion

Until today, many classification methods were used in the field of health
(Das, Turkoglu, and Sengur 2009; Ergün 2009; Ergün et al. 2004; Hardalaç
et al. 2004; Ozcift and Gulten 2011; Sengur 2012; Şengür 2008; Yildirim
et al. 2004). This article presents the development and evaluation of a
computerized Decision Support System (DSS), aiming to show the feasi-
bility and potential toward maximizing the benefits of a new algorithm by
combined the machine-learning techniques which are not used in the
literature for automatic recognition of the gastric images. First, Speeded
Up Robust Features (SRF), Maximally Stable Extremal Regions (MSER),
and Binary Robust Invariant Scalable Keypoints (BRISK) features of his-
topathological gastric images have been performed. Then, FT was applied
to these properties which were calculated to equalize the dimensions of
the obtained features. In addition, MS and LE size reduction methods
have been applied. Histopathological gastric images were classified using
DT and DA classifiers. These classification results have been compared.
The highest accuracy result obtained in this article has been found to be
86.66% with SRF_FT_MS_DT method. Fast and multimodality computer-
ized decision support systems can be beneficial to patients for early
detection of gastric diseases. It may facilitate early diagnosis of the disease.
The success rate obtained with these methods is compared with other
classification results in the literature. According to the other methods,
success rate for gastric microscopic images is found to be higher. In future
studies, an analysis will be performed by applying different methods to
different type images.

0 10 20 30 40 50 60 70 80 90 100

Our Method

Souza D. et al [10]

Vasilakakis M.et al [9]

Cosatto, E. et al [11]

Korkmaz S. A. et al [6]

Accuracy Rate (%)
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Figure 4. Comparison with our article of studies in the literature.
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