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Abstract 
Attribute reduction is a hot topic in rough set research. As an extension of rough 
sets, neighborhood rough sets can effectively solve the problem of information 
loss after data discretization. However, traditional greedy-based neighborhood 
rough set attribute reduction algorithms have a high computational complexity 
and long processing time. In this paper, a novel attribute reduction algorithm 
based on attribute importance is proposed. By using conditional information, 
the attribute reduction problem in neighborhood rough sets is discussed, and the 
importance of attributes is measured by conditional information gain. The algo-
rithm iteratively removes the attribute with the lowest importance, thus achiev-
ing the goal of attribute reduction. Six groups of UCI datasets are selected, and 
the proposed algorithm SAR is compared with L2-ELM, LapTELM, CTSVM, 
and TBSVM classifiers. The results demonstrate that SAR can effectively im-
prove the time consumption and accuracy issues in attribute reduction. 
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1. Introduction 

Rough set theory [1] is an analytical theory for dealing with uncertain informa-
tion, but it has significant limitations as it is built on strict equivalence relations. 
Many scholars have conducted research and extensions, proposing probability 
rough sets [2], variable precision rough sets [3], neighborhood rough sets [4], 
and more. Neighborhood rough set effectively addresses the issue of missing in-
formation and handling numerical data caused by discretizing data through the 
granulation of the domain based on neighborhood relations. 

Attribute reduction [5] [6], as an important problem in rough set theory, fo-
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cuses on deleting redundant attributes while ensuring that the partitioning abili-
ty of the attribute set on the domain remains unchanged. Redundant attributes 
are crucial factors that affect the speed and accuracy of attribute reduction al-
gorithms. Many scholars have conducted research on attribute reduction algo-
rithms based on this foundation. For example, Yao Sheng [7] removes redun-
dant attributes by calculating the rank correlation coefficient between condi-
tional attributes. Liu Fang [8] introduces a tolerance relation matrix and uses the 
boundary region as inspiration to obtain the optimal attribute reduction set 
through matrix operations. Wei Bipeng [9] proposed an attribute reduction me-
thod for incomplete decision information tables based on -dominance relation. 
Jing Yunchao [10] presents an incremental matrix reduction algorithm that in-
creases attributes and refines attribute values. Jing [11] designs an incremental 
attribute reduction method for dynamic data mining, considering changes in 
both instance objects and attribute sets. In the process of attribute reduction, 
attribute importance represents the degree of attribute classification change be-
fore and after removing certain attributes and has also received widespread at-
tention. For instance, Wei [12] proposed attribute reduction based on granular 
computing to calculate attribute importance and facilitate attribute reduction. 
Hu [13] and others propose a forward greedy attribute reduction algorithm based 
on attribute importance. Liu [14] and others improved the traditional attribute 
reduction algorithm proposed by Hu et al. and put forward the FHARA algo-
rithm. Entropy, as a measure of disorder and uncertainty, is used to calculate 
conditional information measures in literature [15] [16]. 

The attribute reduction algorithm proposed in literature [12] is a greedy-based 
approach that consistently performs high-dimensional operations during attribute 
selection. It also involves repetitive calculations, resulting in a significant time 
consumption. Therefore, in this paper, conditional information entropy is used 
as a measure to calculate the importance of conditional attributes. The obtained 
importance values are then used to rank all the conditional attributes. Redun-
dant attributes are subsequently removed until the final reduction result is ob-
tained. The structure of the paper is as follows: the first section reviews some 
basic concepts of neighborhood rough sets and attribute reduction; the second 
section presents the neighborhood rough set attribute reduction method based 
on attribute importance; the third section compares the proposed method with 
L2-ELM, LapTELM, CTSVM, and TBSVM classifiers; and finally, the fourth sec-
tion provides a summary.  

2. Preliminary Knowledge 

To facilitate the research work, this section introduces the basic knowledge of 
neighborhood rough sets, attribute reduction methods, and other related con-
cepts.  

2.1. Neighborhood Rough Sets 

The classical rough set must be discretized before processing the actual sample 
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data, in which the integrity of the data and the authenticity of the discretization 
results cannot be guaranteed. Neighborhood rough sets, as an extension of rough 
sets, can handle continuous or mixed-type data in real-life situations and effec-
tively address the problem of information loss after data discretization, which is 
a common issue in classical rough set models. 

Let { }, ,S U AT A D δ= =   be a neighborhood rough set decision system, 
where U is the set of all objects, A is the set of conditional attributes, and D is the 
set of decision attributes, with A D =∅ . 

Definition 1 [4]: Given a decision system S and a neighborhood radius δ, for 

ix U∀ ∈ , its δ neighborhood is defined as:  

 ( ) ( ){ }| ,i ix x U d x xδ δ= ∈ ≤                     (1) 

Here, 0δ ≥ , ( ), id x x  represents the distance between x and xi, and common 
distance calculation methods include Manhattan distance, Euclidean distance, 
and norm distance functions. In this paper, the Euclidean distance function is 
used to calculate ( ), id x x . The δ-neighborhood information granule, denoted 
as ( )ixδ , δ-neighborhood granule, is denoted as xi neighborhood granule. 

Property 1: Given a decision system S and a neighborhood radius δ, for any 
subset B A⊆ , of conditional attributes, if 1 2δ δ< ,then ( ) ( )1 2x xδ δ⊆ . 

Proof: For any ( )1ix xδ∀ ∈ , we have ( ) 1 2, id x x δ δ< < . If ( ) 1, id x x δ< , then 
( ) ( )1 2x xδ δ⊆ . 
Definition 2 [4]: Given a decision system S and the decision attribute set D, 

the decision class set { }1 2, , , nX X X  is obtained. Then, the lower and upper 
approximations of the decision attribute D with respect to the attribute subset B 
are defined as follows:  
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The boundary of the decision system is defined as:  
 ( ) ( ) ( )B BBN D R D R D= −                      (4) 

The positive region and negative region of the neighborhood decision system are 
defined as:  

 ( ) ( ) ( ) ( ),B B B BPos D R D Neg D U R X= = −               (5) 

The dependency degree of decision attribute D on conditional attribute B is de-
fined as:  

 ( )
( )B

B

Pos D
D

U
γ =                         (6) 
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Property 2: Given a decision system S and a neighborhood radius δ, for any 
subset B A⊆  of conditional attributes, the following properties hold: 

1) For any 1 2B B∀ ⊆ , ( ) ( )
1 2B B

R X R Xδ δ⊇ ; 

2) If 1 2δ δ< , then 
2 1B BPos Posδ δ⊂ ; 

3) For any 1 2B B A⊆ ⊆ ⊆ , have ( ) ( ) ( )
1 2 AB B BPos D Pos D Pos D⊆ ⊆ ⊆ , 

then 
1 2 AB B Bγ γ γ≤ ≤ ≤ .  

2.2. Attribute Reduction 

Attribute reduction is a core problem in rough set theory research. Its core idea 
is to remove redundant attributes while maintaining the classification ability of 
the information system, thereby extracting key attributes, and simplifying the 
information system. Depending on the measurement method of attribute im-
portance, commonly used measurement criteria for attribute reduction include 
attribute dependency-based and conditional information entropy-based attribute 
reduction. 

Definition 3 [6]: Given a decision system { }, , ,DS U AT V f= , for any condi-
tional attribute subset B A⊆  and B ≠ ∅ , the indistinguishable relationship of 
attribute subset B on the domain U is defined as:  

 ( ) ( ) ( ) ( ){ }, | , , ,IND B x y U U a B f x a f y a= ∈ × ∀ ∈ =          (7) 

Here, x and y are any two samples on the domain U, and the indistinguishable 
relationship determined by the attribute subset can be seen as dividing the do-
main U into multiple partitions, denoted as ( )U IND B . 

Definition 4 [6]: Given a knowledge base ( ),K U R=  and an equivalence 
relation P R⊆  on the knowledge base, for any G P⊆ , if G satisfies the fol-
lowing conditions: 

1) G is independent, meaning that every element in G is indispensable. 
2) ( ) ( )IND D IND P= , meaning that it does not affect the partition of the 

knowledge base. 
Then G is called a reduction of P, denoted as ( )G Red P∈ . Here, ( )Red P  

represents the set of all reductions of P. If G satisfies the following condition:  

 { }( ) ( )IND P G IND P− ≠                      (8) 

Then G is called indispensable in P. The set of all indispensable knowledge sets 
in P is called the core of P, denoted as ( )Core P . 

Definition 5 [6]: Given a decision system { }, , ,DS U AT V f= , where  
AT A D=  , B A⊆ , if the conditional attribute subset B satisfies the following 

conditions: 
1) ( ) ( )B AD Dγ γ= , meaning ( ) ( )B APos D Pos D− ; 
2) For any a B∀ ∈ , ( ) { } ( )B B aD Dγ γ −>  
Then, attribute subset B is called a relative reduction of the conditional 

attribute set A. To represent attribute reduction based on dependency functions 
using information measures, Hu defined the notion of information droplets in 
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decision systems. 
Definition 6 [15] [16]: Given a decision system S, { }1 2, , , nU x x x=  , and 

B A⊆ , the conditional information entropy of D with respect to B is defined as:  

 ( )
[ ] [ ]

[ ]1

1| log
n i iB D

i i B

x x
H D B

n x=

= − ∑


                   (9) 

Here, [ ]i B
x  represents the fuzzy equivalence class, [ ]i D

x  represents the de-
cision class. For a B∀ ∈ , B is a dependency-based reduction if and only if 

( ) ( )| |H D B H D A=  and ( ) { }( )| |H D B H D B a> − .  

3. Attribute Reduction Method for Neighborhood Rough Sets  
Based on Attribute Importance 

As an effective measure of uncertainty, information entropy can be improved 
and optimized on the basis of combining with classical rough sets, which can 
deal with mixed data effectively. During the attribute reduction process based on 
attribute importance, the conditional information entropy is considered as a 
measure of attribute importance, which can effectively enhance the discrimina-
tive power of attributes. The larger the conditional information entropy, the 
higher the attribute importance in the neighborhood rough set, and vice versa. 

Definition 7: Given a neighborhood decision system S, for B A∀ ⊆ , if  
( ) ( )| |H D B H D A=  and ( ) { }( )| |H D B H D B a> − , then the conditional 

attribute subset B is a reduction of the conditional attribute set A. 1 2, , , nB B B  
are all the possible reductions of A. 

Definition 8: In a neighborhood rough set decision system  
{ }, ,S U AT A D δ= =  , for B A∀ ∈ , the conditional information entropy with 

respect to the conditional attribute B is defined as:  

 ( ) ( )1

1 1log
n

i B i

H B
n xδ=

= − ∑                     (10) 

Definition 9: In the neighborhood rough set decision system  
{ }, ,S U AT A D δ= =  , for any decision attribute set B, the process of selecting 

a subset B that has the same discernibility effect on objects as the attribute set 
AT is called attribute reduction. The conditional information entropy of D with 
respect to B is defined as follows:  

 ( ) ( ) [ ]
( )1

1| log
n

B i i D

i B i

x x
H D B

n x
δ

δ=

= − ∑


               (11) 

Definition 10: Given a neighborhood decision system S, for a B∀ ⊆ , the 
attribute importance of a with respect to B is defined as follows:  

 ( ) ( ) { }( ), , | |Sig a B D H D B H D B a= −             (12) 

Conclusion 1: In a neighborhood rough set decision system  
{ }, ,S U AT A D δ= =  , for any decision attribute sets B, if 1 2B B⊆ , then  

( ) ( )1 2| |H D B H D B≤ . 
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Proof: Since 1 2B B⊆ , then ( ) ( )
1 2B i B ix xδ δ⊇ . It follows from Equation (11) 

that ( ) ( )1 2| | 0H D B H D B− ≤ , which implies ( ) ( )1 2| |H D B H D B≤ . 
Conclusion 2: In a neighborhood rough set decision system  
{ }, ,S U AT A D δ= =  , for a B∀ ⊆ , the attribute importance of a with respect 

to B, denoted as ( ), ,Sig a B D , is higher when the conditional information en-
tropy ( )|H D B  is larger. Conversely, when ( )|H D B  is smaller, the attribute 
a is considered less important. 

Example 1: Given a neighborhood decision information system  
{ }, ,S U AT A D δ= =  , you can see this table (Table 1), where  
{ }1 2 3 4 5 6, , , , ,U x x x x x x= , { }1 2 3, ,A a a a= , { }1 2 3, ,D d d d= , 

1
0.134aδ = ,  

2
0.172aδ = , 

3
0.154aδ = . The neighborhood decision information table is as 

follows: 
According to the decision attribute D, the domain U can be divided into 

{ }1 1 5,D x x= , { }2 2 4,D x x= , and { }3 3 6,D x x= . The conditional information en-
tropy is calculated as follows:  

 ( ) ( ) [ ]
( )1

1| log 3.2749
n

B i i D

i B i

x x
H D B

n x
δ

δ=

= − =∑


           (13) 

Then { }( )1| 2.5874H D B a = , { }( )2| 2.3854H D B a = ,  
{ }( )3| 3.1028H D B a = . The formula  

( ) ( ) { }( ), , | |Sig a B D H D B H D B a= −   has been used to determine the attrib- 
ute importance ( )1, , 0.6875Sig a B D = , ( )2 , , 0.8895Sig a B D = ,  

( )3 , , 0.1721Sig a B D =  of conditional attributes 1 2 3, ,a a a . Therefore, based on 
the attribute importance values, the order of importance is 2 1 3a a a> > , and att- 
ribute 3a  can be considered as a redundant attribute in the reduction process. 

The traditional neighborhood rough set attribute reduction algorithm uses 
greedy search strategy to select attributes, and adds new candidate condition 
attributes with cycles to produce new attribute subsets. However, this method 
requires many cycles and has high time complexity. To address neighborhood 
rough set attribute sets, the attribute reduction algorithm based on attribute im-
portance is proposed, utilizing conditional information entropy as a measure of 
importance. The algorithm uses forward search and heuristic information, and 
the detailed description is as follows: 

 
Table 1. Neighborhood decision information system. 

U a1 a2 a3 d 

x1 0.20 0.25 0.25 1 

x2 0.40 0.40 0.50 2 

x3 0.30 0.25 0.45 3 

x4 0.45 0.30 0.50 2 

x5 0.45 0.50 0.55 1 

x6 0.60 0.45 0.55 3 
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Algorithm 1: Attribute Reduction Method for Neighborhood Rough Sets Based 
on Attribute Importance (SAR). 

Input: Decision information system { }, ,S U AT A D δ= =  , redius δ. 
Output: Reduction set B 
Step 1: Set B =∅ . 
Step 2: Calculate the conditional information entropy ( ) |H D B  for the en-

tire neighborhood decision system. 
Step 3: DO 
1) Calculate the conditional information entropy { }( )| iH D B a  for each 

conditional attribute ( )1,2, ,ia i n=  ; 
2) Calculate the attribute importance of ia ,  
( ) ( ) { }( ), , | |i iSig a B D H D B H D B a= −  ; 

3) Select the attribute with the highest attribute importance  
( ) ( ), , maxi iSig a B D a= ; 

4) If ( ) ( ), , ,iSig a B D Sig B D> , add ia  to the reduction set B and go to Step 
3. Otherwise, go to Step 4. 

Step 4: Output the reduction result. 
This paper utilizes conditional information entropy to calculate the attribute 

importance. In the reduction process, attribute importance is calculated only 
once. The algorithm improves efficiency and reduces computational complexity 
when dealing with datasets with a large number of attributes, while also enhanc-
ing the accuracy of reduction. 

4. Experimental Analysis 

To validate the effectiveness of the proposed SAR algorithm, 8 UCI datasets were 
selected for experimentation. You can see this table (Table 2). The datasets were 
downloaded from the UCI Machine Learning Repository. The experimental en-
vironment consisted of a computer running Windows 10, with an Intel Core 
i5-6300HQ CPU @ 2.30 GHz processor, and the MATLAB R2021a program-
ming language.  

A 10-fold cross-validation method was employed in the experiments. Ten dif-
ferent radii were selected: 0.02,0.04, ,0.2 . The data was divided into 10 sub-
sets, with each subset used as the test set while the remaining 9 subsets were used 
as the training set in a rotating manner. The average classification accuracy of 
the 10 experiments was calculated as the performance metric for the attributes. 
The SAR algorithm proposed in this paper was compared with L2-ELM, Lap-
TELM, CTSVM, and TBSVM classifiers in terms of classifying the test set sam-
ples. 

Initially, 100 artificial datasets were divided into positive and negative classes, 
represented by + and *, respectively. To examine the impact of outliers on the 
classification performance, 6 outliers were introduced into the artificial datasets, 
with an equal distribution of 3 positive and 3 negative outliers; you can see this 
figure (Figure 1):  
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Table 2. Dataset description. 

No. Dataset Name Samples Conditional Attributes 

1 WDBC 569 30 

2 Vote 432 16 

3 QSAR 1055 41 

4 Cancer 699 9 

5 spectf 267 44 

6 Pima 768 8 

 

 
Figure 1. Distribution of artificial dataset with outliers.  

4.1. Time Comparison for Attribute Reduction 

During the experiment, the time consumption for attribute reduction was rec-
orded for SAR, L2-ELM, LapTELM, CTSVM, and TBSVM classifiers. The com-
parison results are shown in the following table, you can see this table (Table 3):  

4.2. Accuracy Comparison for Attribute Reduction 

To demonstrate the effectiveness of SAR in terms of classification accuracy, SAR 
was compared with L2-ELM, LapTELM, CTSVM, and TBSVM classifiers on the 
test set samples. The experimental results are as follows, you can see this figure 
(Figure 2):  

The experimental results show that SAR achieves higher classification accura-
cy than L2-ELM, LapTELM, CTSVM, and TBSVM classifiers for most radii. 
Therefore, SAR can effectively improve the classification accuracy of attribute 
reduction. To further validate the advantages of SAR, experiments were con-
ducted on artificial datasets using the five algorithms. You can see this figure 
(Figure 3), the results are as follows:  

https://doi.org/10.4236/ajcm.2023.134031


P. Y. Su et al. 
 

 

DOI: 10.4236/ajcm.2023.134031 586 American Journal of Computational Mathematics 
 

Table 3. Time comparison for five algorithms’ attribute reduction. 

 L2-ELM LapTELM CTSVM TBSVM S3AR 

WDBC 1.545 2.555 3.114 1.864 0.451 

Vote 1.478 5.607 2.501 6.867 0.455 

QSAR 3.101 4.523 7.060 8.302 3.457 

Cancer 4.274 5.881 3.151 7.359 1.274 

spectf 0.991 4.388 1.582 5.539 1.522 

Pima 1.967 4.857 3.810 2.689 0.699 

 

 
(a) 

 
(b) 
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(c) 

 
(d) 

 
(e) 
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(f) 

Figure 2. Accuracy comparison of five algorithms at different radii. (a) WDBC; (b) Vote; 
(c) QSAR; (d) Cancer; (e) Spectf; (f) Pima.  

 

 
(a) 

 
(b) 
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(c) 

 
(d) 

 
(e) 

Figure 3. Accuracy comparison of five algorithms at different radii. (a) L2-ELM; (b) 
LapTELM; (c) CTSVM; (d) TBSVM; (e) S3AR.  
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From the above figure, it can be observed that SAR still exhibits good classifi-
cation performance on artificial datasets with outliers. To better illustrate the 
stability of SAR in the classification process, experiments were conducted to 
analyze the variation rate of SAR, L2-ELM, LapTELM, CTSVM, and TBSVM 
classifiers at radii of 0.1δ =  and 0.2δ = . You can see this figure (Figure 4), 
the results are as follows:  

The above experiments provide a comparison of the classification accuracy 
and precision of the five algorithms on six datasets. Additionally, the variation 
rates at radii of 0.1δ =  and 0.2δ =  were compared across different datasets. 
The experimental results indicate that, under the same conditions of algorithm, 
radius, and metric, SAR performs as well as L2-ELM, LapTELM, CTSVM, and 
TBSVM classifiers in terms of classification performance. 

 

 
(a) 

 
(b) 
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(c) 

 
(d) 

 
(e) 
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(f) 

Figure 4. Comparison of the change rates of 0.1δ =  and 0.2δ =  under different UCI 
datasets. (a) WDBC; (b) Vote; (c) QSAR; (d) Cancer; (e) Spectf; (f) Pima.  

5. Conclusion 

This paper proposes a neighborhood rough set attribute reduction method based 
on attribute importance. It utilizes conditional information entropy to calculate 
attribute importance and obtain the final attribute reduction results. By com-
paring the time consumption and classification accuracy of SAR, L2-ELM, Lap-
TELM, CTSVM, and TBSVM classifiers, the proposed SAR method shows good 
classification performance with lower time consumption. Compared with other 
algorithms, S3AR algorithm has a faster running speed, but the time cost is still 
very high. In the future, we will focus on how to optimize the algorithm to re-
duce the time cost.  
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