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A Flexible Classifier Based on Optimum Curve Fitting
Approach
Övünç Polat

Faculty of Engineering, Department of Electrical and Electronics Engineering, Akdeniz University,
Antalya, Turkey

ABSTRACT
This study proposes a curve fitting approach for classification
problems. The different classification data sets are utilized to
test and evaluate the suggested method. For tested classifica-
tion problems, the Gaussian curve fitting models are used. In the
curve fitting stage, the number of curves equals the number of
attributes in the related classification problem. For example,
there are 4 attributes for iris dataset, thus four Gaussian curves
are fitted for this problem. Then, output values of these fitted
curves are calculated to average values, and this average value
is rounded to the nearest integers. The same procedure is
applied to the other dataset with having different number of
features. In optimization stage, for each of classification applica-
tion, the optimum values of constants of Gaussian function are
determined by using genetic algorithm. For all used classifica-
tion dataset, a part of the set is used during the optimization
phase, and then the proposed model is validated with the
remainder of the dataset. Furthermore, the optimal valuesof
each of the attributes in tested classification application are
determined by optimization algorithm. It is a valuable property
of the proposed method that the accuracy of high classification
can be achieved with a low number of reference data by the
stage of determination of optimal feature set. Simulation results
show that proposed classification approach with optimum
values of constants and optimal feature set based on curve
fitting has high accuracy rate. The proposed approach can be
used for different classification problems.

Introduction

The pattern classification problem is an important research area due to its wide
application areas. In the literature, different classifiers such as support vector
machines, artificial neural networks, fuzzy classifiers and K-nearest neighbors
(KNN) classifiers are used in different applications. The classifiers are used in
various applications such as Electroencephalography signal classification
(Zhang, Ji, and Liu et al. 2016), time series classification (Zheng et al. 2016)
and text classification (Fu, Qin, and Liu 2015). There are different classifier
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systems in the literature such as combining classifier using nearest decision
prototypes (Kheradpisheh, Behjati-Ardakani, and Ebrahimpour 2013), an
enhanced swarm intelligence clustering-based RBFNN classifier (Feng et al.
2010), nearest-neighbor classifier motivated marginal discriminant projections
(Huang et al. 2011), attribute weighted Naive Bayes classifier (Taheri, Yearwood,
and Mammadov et al. 2014).

This study presents an approach for classification with determination of
optimal feature set and determination of optimum constants of Gaussian
function based on curve fitting.

In literature, there are different applications based on curve fitting
(Ahsaee, Yazdi, and Naghibzadeh 2011; Gálvez and Iglesias 2013; Liu,
Wang, and Cai 2010; Ryoo, Lim, and Kim 2001). In reference (Ahsaee,
Yazdi, and Naghibzadeh 2011), the authors present a curve fitting space
approach for classification. In this referred study, the proposed curve fitting
space method is based on fitting a hyperplane or curve to the learning data
(Ahsaee, Yazdi, and Naghibzadeh 2011). In reference (Ryoo, Lim, and Kim
2001), the researchers present a method for classify an unknown material
using temperature response curve fitting and fuzzy neural network (Ryoo,
Lim, and Kim 2001). In reference (Gálvez and Iglesias 2013), the authors
present a new iterative mutually coupled hybrid genetic algorithm-particle
swarm optimization approach for curve fitting in manufacturing (Gálvez and
Iglesias 2013). In reference (Liu, Wang, and Cai 2010), the researchers
present an approach for target detection in ground-penetrating radar images
based on image processing and curve fitting (Liu, Wang, and Cai 2010).

In reference (Ramakrishnan and Selvan 2006), the researchers present an
approach for image texture classification based on curve fitting using wavelet
packet transform and singular value decomposition (Ramakrishnan and
Selvan 2006). In reference (Murao, Hirao, and Hashimoto 2011), the
researchers present an objective skill-level evaluation approach for
Taijiquan based on curve fitting and a logarithmic distribution diagram of
curvature (Murao, Hirao, and Hashimoto 2011).

In reference (Baohua, Feifang, and Liu 2001), the authors present a model
that fits well learning curves for large data sets (Baohua, Feifang, and Liu
2001). In reference (Gudi and Nagaraj 2009), the researchers present an
approach to optimal curve fitting of speech signal for disabled children
(Gudi and Nagaraj 2009). In reference (Xue, Zhang, and Browne 2014), the
researchers present a feature selection approach based on PSO for selecting a
smaller number of features and acquiring even better or similar classification
performance than using all features (Xue, Zhang, and Browne 2014). In
reference (Polat 2015), a robust regression based classification approach
was presented. In robust regression stage, the ordinary least squares analysis
used for tested all datasets, and in optimization phase in this referred study,
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the each of optimum attributes values in classification problem were obtained
using optimization algorithm (Polat 2015).

In this paper, a classification approach with determination of optimal
feature set by using curve fitting is presented for three different datasets
from UCI dataset archives. The optimum values of the each of features in
classification problem are determined by using genetic algorithm. In the
curve fitting process, the Gaussian curve fitting model used for these
datasets. Furthermore, for each application, the optimum values of con-
stants of Gaussian function are determined by using optimization algo-
rithm. Next section gives a curve fitting procedure. The optimization
procedure of values of constants of Gaussian function is given in the
third section. The optimization and determination of optimal feature set
procedure are given in the fourth section. Simulations and results are
given in the last section.

Curve fitting procedure

In curve fitting stage, fitting process is done with Gaussian curve fitting
model for all applications, and number of curve is equal to the number of
attributes in classification problem. For example, there are four attributes for
iris dataset, thus four curves are fitted for this problem. Then, output values
of these four fitted curves are calculated to average of arithmetic, and this
average value is rounded to nearest integers. The same procedure is applied
to the other classification applications with having different number of
attributes. The mathematical function for Gaussian curve fitting stage given
in the following equation;

yk ¼
Xn
i¼1

aie
� xk�bi

ci

� �2h i
;

where n is the number of peaks to fit, a is the amplitude, b is the centroid, c is
related to the peak width (Rodrigues, Marcal and Cunha 2013). In this study,
the two-term Gaussian model is used (n = 2). xk is the each of attributes in
classification application, where k = 1, 2,3,. . .. . .number of attributes.

The following equation is the arithmetic mean of function outputs:

Y ¼ 1
k

Xk
i¼1

yi;

where Y is the arithmetic mean of function outputs, yk is the value of each
output for each attributes and k is the number of attributes in the related
dataset. Then, this calculated Y value is rounded to nearest integers. The
calculation of arithmetic mean of the outputs is used in a classifier based on
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robust regression with determination of optimal feature set (Polat 2015) and
curve fitting based classification (Polat 2015) approaches.

The optimization of values of constants of Gaussian function

The optimum values of a, b and c constants in Gaussian function are deter-
mined by using Genetic algorithm (Goldberg 1989). In optimization stage for
all examined classification dataset, a part of the dataset is used, and then the
optimized structure is validated with the remainder of the dataset. The fitness
function for genetic algorithm in proposed approach is classification accuracy
rate of the reference set. Figure 1 shows the outline of this stage.

Determination of optimal feature set

The optimum attributes values in related classification application are determined
by using genetic algorithm. Thus, new optimal reference feature sets are acquired
by using proposed approach. Nine, ten and nine new reference set values are
determined for iris plant, Statlog (heart) and balance scale dataset, respectively.
Figure 2 shows the outline of stage of determination of optimal feature set.

Simulation results

The classification performance of suggested approach is proved by the heart, iris
plant and balance scale dataset from UCI dataset archives (Machine Learning

Figure 1. The outline of optimization of values of constants of Gaussian function.
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Repository 2016). For iris dataset, three types of iris plants are classified accord-
ing to four attributes. There are totally 150 samples divided into 3 classes in this
dataset. Totally 75 samples (25 instances from each class) are used in optimiza-
tion process for iris plant dataset. The remaining seventy-five samples are used
for validation of the optimized structure. The presence or absence of heart
disease is classified with according to 13 attributes for Statlog (heart) dataset.
There are totally 270 samples in this dataset. In optimization stage, totally 135
samples from this dataset are used. The remaining 135 samples are used in the
validation process of optimized structure. The tested another dataset is balance
scale. There are totally 625 samples from 3 classes. This dataset is classified with
according to 4 attributes. In optimization process, 312 samples from this dataset
are used. The remaining 313 samples are used in the validation process of
optimized structure. The fitness function for optimization algorithm in sug-
gested approach is accuracy rate of the reference set.

Simulation results for the optimization of values of constants of Gaussian
function

For the optimization of values of constants of Gaussian function, the optimiza-
tion variables are a, b and c constants in function. The aim of the proposed
method is to obtain maximum classification accuracy. For iris dataset, 24
optimum constant values are determined. Because, the six constant values
are obtained for each attributes (There are four attributes). A total of 78
optimum constant values for heart dataset and 24 optimum constant values
for balance scale dataset are determined by using genetic algorithm.

Figure 2. The outline of the determination of optimal feature set.
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The accuracy results of classification for three different dataset are presented in
Table 1. As can be seen from Table 1, the accuracy rate is quite high for all dataset.
The same datasets are classified by using KNN. The obtained results showed that
proposed method better than KNN algorithm for validation set. For KNN,
training set is same with reference data set in proposed method. (The K value is
equal to 1 for all dataset) For tested three classification applications, high classi-
fication accuracy rate is obtained by using proposed method.

Figure 3 shows the variation of each output (y1. . ..y4) for each of attributes
and the variation of the arithmetic mean of outputs. As can be seen from
Figure 3 for variation of rounded output, there are only 4 samples incorrectly
classified from 75 validations set samples for iris dataset.

Simulation results for determination of optimal feature

The optimization variables are each of features in classification applications
for stage of determination of optimal feature. For iris and balance scale

Table 1. The average accuracy rates for the optimization of values of constants of
Gaussian function by using proposed method and KNN.

Iris dataset
(%)

Heart dataset
(%)

Balance scale
dataset (%)

For reference data set by using proposed
method

100 85.9 84.6

For validation set by using proposed
method

94.6 83.7 93.2

KNN (For validation set) 94.6 55.5 79.2

Figure 3. The variation of each individual output for each of attributes and the variation of the
arithmetic mean of outputs for iris dataset in stage of the optimization of values of constants of
Gaussian function.
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dataset, nine optimal reference feature set values are determined (three
feature set for each class). For heart dataset, 10 optimal reference feature
set values are determined (five feature set for each class).

The aim of the proposed method is to obtain maximum classification
accuracy with minimum reference data. The classification accuracy results
for tested datasets are presented in Table 2. As can be seen from Table 2, the
accuracy rate is quite high for all dataset. For KNN (shown in Table 1), there
are 75 reference instances for iris dataset and 135 reference instances for
heart dataset. However, nine, ten and nine optimum reference feature set are
used for iris plant, heart disease and balance scale dataset, respectively in
proposed approach.

Figure 4 shows the variation of each output for each of attributes and the
variation of the arithmetic mean of outputs for iris dataset. As can be seen
from Figure 4 for variation of rounded output, there are only 2 samples
incorrectly classified from 75 validation set.

Table 2. The average classification accuracy rates by using proposed method for
stage of determination of optimal feature.

Iris dataset
(%)

Heart dataset
(%)

Balance
dataset (%)

For a part of the dataset in optimization
stage by using proposed method with
optimal reference feature set

97.3% 80.7% 63.7

For validation set by using proposed method
with optimal reference feature set

97.3 80.0 71.1

Figure 4. The variation of each individual output for each of attributes and the variation of the
arithmetic mean of outputs for iris dataset.
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Figure 5 shows the variation of obtained outputs (class codes) using
proposed method and desired output values (desired class codes). As can
be seen from Figure 5, there are only 27 (number of “+” symbol) samples
incorrectly classified from 135 validation set samples for heart dataset.

Conclusions

In this study, a classifier is designed based on Gaussian curve fitting model with
determination of optimal constant values of curve function and determination of
optimal feature set values. The genetic algorithms are used in order to determine
optimal values. The proposed model is carried out for three different datasets and
high classification accuracy rate is obtained for all applications. The application of
classification of heart and balance scale dataset, the higher accuracy is obtained by
using determination of optimal constant values of curve function than curve
fitting model with determination of optimal feature set values.

Simulation results show that classification by proposed method improves
the accuracy rate considerably in comparison to KNN. The proposed model
can be used for other classification problems. The different curve fitting
models can be used in order to increase the accuracy. The ability of classi-
fication with fewer reference data is the valuable property of designed
approach with determination of optimal feature set values.

Conflict of interest

I certify that there is no actual or potential conflict of interest in relation to this article.

Figure 5. The variation of obtained output values and the variation of desired output values for
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